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HiPEAC

 HiPEAC was a European Network of Excellence (now a CSA) 

on High Performance and Embedded Architecture and 

Compilation

 Created in 2004, HiPEAC gathers over 449 leading European 

academic and industrial computing system researchers from nearly 320 

institutions in one virtual centre of excellence of 1700 researchers.
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 Coordinator: Koen De Bosschere (UGent)
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Associated members: 76  Total: 1496

449 members, 86 

associated members, 

379 affiliated 

members and 803 

affiliated PhD 

students from 318 

institutions in 39 

countries.

Membership is free of 

charge.

hipeac.net/members/stats/map
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To join, simply email 

membership@hipeac.net

mailto:membership@hipeac.net


HiPEAC mission:

HiPEAC encourages computing innovation in Europe by 
providing:

• Support for projects (job portal, communication)

• the semi-annual computing systems week,  

• The ACACES summer school, 

• the yearly HiPEAC conference. 

The 11th HiPEAC conference took place in Prague, Czech Republic, January 
18-20, 2016 and gathers more than 650 people
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HiPEAC conference
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Computing System Week



Highly skilled candidates for specialist roles

“If you’re looking for skilled PhD engineers in 

processor design, system architecture, compilers 

and tools, look in HiPEAC first, the best ones are 

there.”

Christian Bertin, STMicroelectronics

• Recruitment portal and events

• Jobs shared via LinkedIn and Twitter

• PhD directory

• Pool of 800+ PhD students

• Internship programme – supporting

SMEs and larger businesses
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HiPEAC communications
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@hipeac hipeac.net/linkedin



HiPEAC structure

Community structuring

Result dissemination

Vision
Building

Consituency
Building

Management

• Recruitment
• Industrial internships
• Industrial exhibition
• Industry talks
• Innovation stimulation

• Communications
• Road show
• Awards

• HiPEAC Conference
• Computing Systems Weeks
• ACACES Summer School
• Collaboration Grants
• Concertation meetings

• Coordination
• Financial management
• Membership management

• HiPEAC Vision
• Impact Analysis
• Consultation Meetings
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HiPEAC Vision



2009 20112008

http://www.hipeac.org/vision/

2013

The last HiPEAC Vision Document was published in January 
2015. The next one is scheduled for 2017
One of its aim is to help defining the next European calls in ICT.

2015

The HiPEAC Vision

?

http://www.hipeac.org/vision/


You want to help us?
Fill-in the survey!

https://www.surveymonkey.com/r/hipeacvision2025



Structure of the HiPEAC vision 2015
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HiPEAC 
Recommen-

dations

Course 
of 

actions

Society

Market Technology

SWOT 
Europe



Highlights of the  HiPEAC Vision 2013
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Highlights of the HiPEAC Vision 2015

For the first time, we have noticed that the 
community really starts looking for 

disruptive solutions, 
and that incrementally improving current 
technologies is considered inadequate to 
address the challenges that the computing 
community faces:

“The End of the World 
As We Know It”

20



The End of the World As We Know It…

From the technology…

A little bit of history an the impact of 

technology on software…
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Moore’s law: increase in transistor density

Source from Kunle Olukotun, Lance Hammond, Herb Sutter, 

Burton Smith, Chris Batten, and Krste Asanoviç 
22



Moore’s law still on going…
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M3D principle

CMOS/CMOS: 14nm vs 2D:

Area gain=55%

Perf gain = 23%

Power gain = 12%

LETI, DAC 2014 24
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The end of Dennard Scaling

Parameter

(scale factor = a)

Classic

Scaling

Current

Scaling

Dimensions 1/a 1/a

Voltage 1/a 1

Current 1/a 1/a

Capacitance 1/a >1/a

Power/Circuit 1/a2 1/a

Power Density 1 a

Delay/Circuit 1/a ~1

Source: Krisztián Flautner “From niche to mainstream: can critical systems 

make the transition?”
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Everything was 

easy:

• Wait for the next 

technology node

• Increase 

frequency

• Decrease Vdd

->Similar increase of 

sequential 

performance

-> No need to 

recompile (except if 

architectural 

improvements)



Limited frequency increase -> more cores
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Source from Kunle Olukotun, Lance Hammond, Herb Sutter, 

Burton Smith, Chris Batten, and Krste Asanoviç 



Why using several compute cores?

1. Using several cores is an answer to the Law of 
Diminishing Returns [Pollack’s Rule]:

– Effectiveness per transistor decreases when the size of a 
single core is increased, due to the locality of computation

– Controlling a larger core and data transport over a single 
larger core is super-linear

– Smaller cores are more efficient in ops/mm2/W

2. Large area of today’s microprocessors are for best 
effort processing  and used to cope with 
unpredictability (branch prediction, reordering 
buffers, instructions, caches).

28



Less than 20% of the area for execution units

Source: Dan Connors, “OpenCL and CUDA Programming for Multicore and GPU 
Architectures» ACACES 2011
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Limitation by power density and dissipation

GP CPU = 200 W (45  nm)

Consumer SoC = 10W

Mobile SoC = 1 W

30

Source from Kunle Olukotun, Lance Hammond, Herb Sutter, 

Burton Smith, Chris Batten, and Krste Asanoviç 



Energy consumption of ICT

Source: European Commission DG INFSO, Impact of Information and Communication Technologies on Energy Efficiency, final report, 2008

Servers

PCs and 

displays

Television

 Estimated consumption 410 TWh in 2020, 25% for servers

= 10 Nuclear 
Power Plants

31



The energy challenge for HPC

Source: Timothy Lanfear, « GPU computing and the future of HPC »
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Power limits the active silicon area

=>  “Dark silicon”

=> More efficient specialized units

33



Specialization leads to more efficiency

34

Source from Bill Dally (nVidia) « Challenges for Future Computing Systems » 

HiPEAC conference 2015

Type of device Energy / Operation

CPU 1690 pJ

GPU 140 pJ

Fixed function 10 pJ
⬅ FPGA with HLS

“software programming

space and not only time”



Example of specialization: big-LITTLE 
architecture from ARM, extended by 

Mediatek to 3 clusters

35

Big 
(for heavy loads)

LITTLE
(light loads)ig



• Fully Depleted – Silicon on Insulator

 Improved performance-per-watt

 Adaption to variability of loads 
under software control

UTBB-FDSOI performance gain versus conventional Bulk CMOS 
technology.
Blue: no body biasing, Green: FBB = +1V.  Demonstrated by CEA tech  and 

STMicroelectronics (ISSCC 2014)

 Ultra-Wide Voltage Range (UWVR) 
operations:  VDD=[0.39V – 1.3V]

 High-frequency: 
Fclk > 2.6GHz @ 1.3V
Fclk > 450MHz @ 0.39V
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Energy efficient technology: FDSOI



Cost of moving data

Source: Bill Dally, « To ExaScale and Beyond »

www.nvidia.com/content/PDF/sc_2010/theater/Dally_SC10.pdf 
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Exemple:  WIDEIO memory  stacked on top 

of a MPSoC in the same package

• Partnership between CEA-LETI, STEricsson, 

STMicroelectronics and Cadence

• High bandwidth: WideIO provides more 

than 34 Gbytes/s (Currently:  17 GBytes/s)

• Low power: 4x power efficiency compared to 

LPDDR2/3

• Compatible with FD-SOI

• FBGA Package

– Size 12x12mm, Ball Pitch 0.4mm, 1.2 mm 

thickness

Using the 3rd dimension: 3D stacking

Source:  Denis DUTOIT / CEA

Si - WIDEIO Memory

TSV

80µm Si -

SoC

Cu Pillar

WIDEIO Memory
MPSoC
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>TBps

1 mW/Gbps

Assume 200 MHz 50K pins connected to SERDES to Photonics 

8 W

+

MUX-

DEMUX?

The data transfer challenge

Memory link, peak bandwidth and power consumption 

efficiency

Cost for 

1TBps
memory 

bandwidth

Interface 

power 

consumption

8.532 GBps

30 mW/Gbps

1066 MHz I/O bus clock, 32 bits, 1.5 V, Double Data Rate

240 W 

6.4 GBps

20 mW/Gbps

800 MHz I/O bus clock, 32 bits, 1.2 V, Double Data Rate

160 W

12.8 GBps

4 mW/Gbps

200 MHz I/O bus clock, 512 bits, 1.2 V, Single Data Rate

32 W

Multi-core

SoC
DRAMLPDDR3

Multo-core

SoC
DRAMWide I/O

Multi-core

SoC
DRAMDDR3

 Memory-interconnect density is becoming the bottleneck

 Bandwidth demand will increase (“data deluge”)

Multi-core

SoC
DRAMPhotonics

Source: Ahmed Jerraya CEA-Leti
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Off-chip photonics

Off board: AOC, 

optical modules
Off chip: Optical I/O Time

S1

Chip B

Chip C
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Chip D

IC
Si interposer or laminate substrate

Driver / 

TIA

IC

Micro-

pillars

PIC

Fiber
Ferrule

PCB
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In-package photonics

Off board: AOC, 

optical modules
Off chip: Optical I/O

Optical network

in package
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Chip C

Chip A

Chip D

Chip B

RAM
Computing 
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Photonic Interposer

Tx/Rx Integr. 

Rx/Tx

Substrate

photo

diode
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Through

Silicon Via

RF Cu pillars

Power Power Power Power

Light source

Primary I/O

Cu pillars

Digital Cu pillars

& proximity lines

Thermal Dissipation

Thermal Dissipation

SignalSignal

S2
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Limitation by power density and dissipation
… but not only

42

Source from Kunle Olukotun, Lance Hammond, Herb Sutter, 

Burton Smith, Chris Batten, and Krste Asanoviç 



The cost per transistors is not decreasing 
anymore
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And the development cost is increasing

44

Rock’s law: cost of IC plant doubles every 4 years

Reaching 10th of $ Billions…
(Samsung will spend about $15 billion to open a new semiconductor 

factory in South Korea by 2017).



Increased Complexity and Cost

The initial product designs will need to 

generate high revenues to provide good 

buyback from the design and yield ramp-up 

costs.

• Barrier for specialization to computing

• Barrier for advanced feature 

monolithic dies

Source IBS, Aug. 2014

28nm 20nm 16nm 10nm 7nm 5nm

$38M $67M
$132M

$273M

$593M

$1348M
IC Design Cost

NRE ++

Wafer Cost

16nm 10nm 7nm 5nm

$9885

$11881

$14707

$19620

IC Design and Yield Ramp-up Costs

28nm 20nm 16nm 10nm 7nm 5nm

$59M $91M
$176M

$373M

$876M

$2243M



Specialization with interposer
Memory

Energy efficiency ↗
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 Lower cost:
• Improved yield
• Reduced NRE
 Lower energy:
• Heterogeneity
• Shorter wires
• Photonic ready

46Source: Denis Dutoit, CEA



Where are we ?
We can still put more transistors per mm2 for the 
coming few years

• But energy is a key limiting factor

– New technologies (FinFet, FDSOI)

– 3D stacking

– More efficient architectures, coprocessors

• SRAM, DRAM didn’t scale anymore

• Flash is running out of electrons

• Kryder’s law  for Hard Disk Drives (forecast 40% 
increase density per year, reality 15%)

• Non-volatile memories are promising 

– But which technology, at which density and reliability?

47



Intel and Micron Produce Breakthrough Memory Technology

• New 3D XPoint™ technology brings non-

volatile memory speeds up to 1,000 times 

faster than NAND, the most popular non-

volatile memory in the marketplace today.

• The companies invented unique material 

compounds and a cross point architecture 

for a memory technology that is 10 times 

denser than conventional memory.

• New technology makes new innovations 

possible in applications ranging from 

machine learning to real-time tracking of 

diseases and immersive 8K gaming.

48
From: http://newsroom.intel.com/community/intel_newsroom/blog/2015/07/28/intel-and-micron-produce-breakthrough-

memory-technology  

Intel and Micron begin production on new class of non-volatile memory, creating the first 

new memory category in more than 25 years.



Source:  P.  Ranganathan,  “Saving the world together, one server at a time…” ACACES 2011

49

See the presentation on “The Machine” from HP:

https://www.youtube.com/watch?v=JzbMSR9vA-c
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HP and “The Machine” announced in June 2014

New memories could have a drastic impact on computing:

• Memory hierarchy revisited…

• Files systems revisited…or disappearing
• Pentabyte of storage in portable format…
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Open research areas…

• “Computing in memory”
• Streaming (processing while communicating)

– Stream analytics

• Reconfigurable computing (Intel + Altera, cf. 
Microsoft and accelerating “Bing” searches”)

• New computing paradigms…
– Non-Von Neumann
– Adapted to application domains:

• Natural signal processing: Neural Networks
• Optimization: “Quantum computer” à la D-Wave

• And not only in silicon…
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New emerging technologies for computing



We are entering into a transition period…

53

But even more challenges 

come from applications…



The End of the World As We Know It…

From the applications ecosystem…

54



New

apps

Physically 

Entangled

Cognitive,

smart

Compute

intensive

Connected

New apps will be…
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Global integration of communication, computation and 

reaction
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Human

Computer

World

Before computing era

“Classical” 

computing

CyberPhysical

Systems



Global integration of communication, computation and 

reaction
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Computer

WorldHuman

Constraints

of the real world e.g.

time, … 

Machine to 

Machine 

Interactions

Applications are 

delocalized, 

distributed on

collaborating devices



The data deluge challenge

Source: Paolo Faraboschi, HP, and IDC

1 ZB = 1021 bytes

40 ZB is equal to 57 times the amount of 

all the grains of sand on all the beaches on 

earth.
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IoT: the Internet of Threats
• Today security / privacy issues make the 

newspaper headlines

Massive adoption of IoT by citizens relies on 
confidence in terms of security and privacy 

59



Misuse of information technology 
might destroy our privacy

• Consumers give away private 
information for free services

• Companies do so for free 
software (e.g. Android)

60

Snowden effect

Heartbleed bug - OpenSSL

Internet of things



New 
services

Smart sensors

Internet of Things

Big Data

Cognitive computing

/ Data Analytics

Cloud / HPC

Physical Systems

Global integration of communication, computation and reaction

Processing,

Abstracting

Understanding

as early as 

possible

Fog computing
Edge computing
Stream analytics

Fast data…
by real-time 

micro-servers
and even

Nano-servers
(concentrator, 

fusion of several 
sensors)

Transforming data
into information

Global integration of communication, computation and 
reaction



Exemple of architecture for end-nodes

62Source: http://www.anandtech.com/show/8542/cortexm7-launches-embedded-iot-and-wearables



Computing becomes increasingly cognitive 
• Cognitive computing (IBM)

– Artificial intelligence meets business intelligence
– Systems with domain expertise
– Humans and machines working together

• Deep Learning Systems
– Google, Facebook, Baidu, etc
– Use for image recognition, voice…

• Application examples
– Self-driving car
– Automatic translation
– Natural language understanding & reasoning (Watson)

• New workload -> new computing platforms (new 
accelerators, reconfigurable computing, bio-inspired, …)

• How to “program” it?
63



Watson from IBM, “cognitive computer”
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• AlphaGo was powered by TPUs in the 
matches against Go world champion, Lee 
Sedol.

• TPU is tailored to machine learning 
applications, allowing the chip to be more 
tolerant of reduced computational precision, 
which means it requires fewer transistors per 
operation. 

• A board with a TPU fits into a hard disk drive 
slot in the data center racks.

Google’s Tensor Processing Unit (TPU)

66



Economical drive for data analytics

“The Power of 1 Percent”      

67



The End of the World As We Know It…

The “software crisis”…

68



Software crisis

• The productivity challenge

– Better tools and languages… also supporting legacy

• The correctness challenge (non-functional requirements)

– portability, time (for CPS systems), accuracy

• The performance challenge

– Modern abstractions prohibit performance optimizations

• The data challenge

– Size (big data), security, integrity

• The holistic challenge

– Global optimizations

69



Goal: dependable or trustable software

How to ensure software (and systems) that are:
• Safe: system operating without causing unacceptable risk of 

physical injury or damage to the health of people, either 
directly, or indirectly as a result of damage to property or to 
the environment. 

• Secure: system keeping integrity, availability, confidentiality 
and privacy.

• Reliable: ensure good behavior under variable conditions, 
including ageing

• How to ensure these properties, and correctness of the 
results for reactive systems, distributed systems, etc…

70



We need you

to find solutions!



Managing complexity….

“Nontrivial software written with threads, 
semaphore, and mutexes is 
incomprehensible by humans”

Edward A. Lee

The future of embedded software

ARTEMIS 2006

Parallelism, multi-cores, heterogeneity, 
distributed computing,  seems to be too 
complex for humans ?

72



A Story: Ptolemy Project Code Review Introduced 

Deadlock



Parallelism and specialization are not 
for free…

Frequency limit   
 parallelism

Energy efficiency 
 heterogeneity

Ease of 
programming
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Parallelism and specialization are not 
for free…

Frequency limit   
 parallelism

Energy efficiency 
 heterogeneity

Ease of 
programming
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More and more black/grey boxes

• Complete applications are distributed onto 
different (distant) hardware

• Only part of the software is available in source 
form for the developer

• Programming through API or binary libraries
– Success of Python, interpreted shell, GUI, etc

• Everything as a service…

• More and more assembling high level functions 
which source code is unavailable

• Problem of validation and test…
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Quality of experience is key

• Software often over-constraint: e.g. highest 
precision is not always required

• By lowering the precision requirements, 
power can be saved.

• Challenges
– How to specify the precision requirements?

– How to specify a HW/SW interface to control the 
precision

– New algorithms?

– How to ensure the correctness for the 
application?
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Deep Neural Networks: state-of-the-art 
in image recognition…But

• State-of-the-art are Deep Neural Networks every time

Database # Images # Classes Best
score

MNSIT
Handwritten digits

60,000 + 
10,000

10 99.79% 
[3]

GTSRB
Traffic sign

~ 50,000 43 99.46% 
[4]

CIFAR-10
airplane, automobile, bird, cat,
deer, dog, frog, horse, ship, truck

50,000 + 
10,000

10 91.2%
[5]

Caltech-101 ~ 50,000 101 86.5%
[6]

ImageNet ~ 1,000,000 1,000 Top-5
83% [1]

DeepFace ~ 4,000,000 4,000 97.25% 
[2]
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“Programming” by example, 

Not explicit, imperative programming

But results not always guaranteed…

e.g. Google… 



Let the computer do the job:
• Describing what the program should 

accomplish, rather than describing how to 
accomplish it as a sequence of the 
programming language primitives.

• For example, describe the concurrency of an 
application, not how to parallelize the code 
for it.

• (Good) compilers know better about 
architecture than humans, they are better at 
optimizing code…
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Hardware design is also software…

Formal specifications, model-driven design

Stateflow, StateCharts, LUSTRE, …. 

Intermediate code 

(C, C++, SystemC…)

Hardware

Software Computer processing

(HLS, core generators

…), …)
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Conclusion: What should we do (as HiPEAC)?

(From the HiPEAC vision 2015)
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evolution

Power and 
energy 
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system 
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physical and virtual 
world
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Multidisciplinary
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Highlights of the HiPEAC Vision 2015
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Video available at

https://www.hipeac.net/publications/vision/

https://www.hipeac.net/publications/vision/


Time to think differently?

• Approximate computing

• Cognitive computing

• Neuromorphic computing

• Declarative programming

• New computing technologies

– Graphene

– Spintronic

– Quantum…
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Time to think differently?

• Adequate computing

• Cognitive computing

• Neuromorphic computing

• Declarative programming

• New computing technologies

– Graphene

– Spintronic

– Quantum…
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Time to think differently?

• Adequate computing

• Cognitive computing

• Neuromorphic computing

• Declarative programming

• New computing technologies

– Graphene

– Spintronic

– Quantum…
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Technology

Market

Society
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