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Abstract

Compositional schedulability analysis of hierarchical real-time systems is a well-studied problem. Various techniques
have been developed to abstract resource requirements of components in such systems, and schedulability has been
addressedusing these abstract representations (also called component interfaces). These approaches for compositional
analysis incur resource overheads when they abstract components into interfaces. In this talk, we define notions of
resource schedulability and optimality for component interfaces, and compare various approaches.
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Abstract the other hand, an interface is demand optimal iff the amount
of resource required by the interface is the same as thelactua
Compositional schedulability analysis of hierarchicahke resource demand of component workload. We further present
time systems is a well-studied problem. Various techniquesa technique for generating load optimal interfaces, fohbot
have been developed to abstract resource requirementsef co  open (components are partially specified) and closed (catepl
ponents in such systems, and schedulability has been adknowledge of all the components in the system) systems.

dressed using these abstract representations (also catiet Assuming component workloads comprised of constrained
ponent interfaces). These approaches for compositionatan deadline periodic tasks, we show that load optimal inter$ac
ysis incur resource overheads when they abstract compsnentfor both open and closed hierarchical systems, can be gener-
into interfaces. In this talk, we define notions of resource ated in pseudo-polynomial time. Each load optimal intexfac
schedulability and optimality for component interfacesda s represented by a single constrained deadline periosic ta

compare various approaches. the size of which is constant in comparison to the input speci
This research was support in part by AFOSR FA9550-07-1-fication. Through an example, we demonstrate that a demand
0216 and NSF CNS-0720703. optimal interface — for both open and closed component — has
exponentially larger number of tasks in comparison to numbe
1. Introduction of tasks in the underlying component.
Compositional schedulability analysis of hierarchicas-sy The techniques presented in this paper provide a baseline

tems has been a subject of extensive studies in the real-timéor resource utilization in hierarchical systems; theynitfy
systems community [1, 3-5, 7-11, 15, 17, 19-23]. Many re- the minimum resource requirements of workloads scheduled
source models have been proposed to abstract component réinder a given scheduling hierarchy. In addition, they aéso r
source requirements, such as periodic [8, 15,19, 20], beaind  veal an interesting trade-off between resource requirésren
delay [9, 21], EDP [7]) and demand bound functions [22, 23]. interfaces and their size in terms of number of tasks. In the
There have also been various extensions supporting irteraceéXample we consider for demand optimality, number of tasks
tions between components using task abstractions [1, 4] in the interface is exponentially Iarger than number of sask
resource-sharing protocols [3, 5, 10]. However, the notibn  in the underlying component workload. Although in general
resource optimalitfor such systems has not been sufficiently this increase is unavoidable, demand imposed by a set af task
discussed. Given a hierarchical system, resource optimali in the workload may sometimes be represented by a smaller
refers to a quantitative measure of the minimum total amountset of tasks, reducing the size of the interface. In Secti@n 5
of resource required by this system. Without knowledgeisfth We characterize some of the cases when such a reduction is
measure, it is not possible to quantitatively assess thieugr  Possible without loss of precision in demand. It is interest
analysis techniques. Although local component-levelues® ~ t0 note that resource model based interfaces and load dptima
utilization bounds for interfaces have been studied [2re interfaces offer an extreme case of such reduction, esdlgnti
is no global system-level measure for resource usage. over-approximating resource demand and collapsing theeent
This paper aims to formalize the concepts of resourceWOfk'Oad into a Single task. The Optlmallty characterizati
optimality for component interfaces in hierarchical sysse ~ Presented here, in turn, helps us to understand this tréide-o
Specifically, we define two notions of optimalitjoad-based ~ between over-approximation of demand and interface size.
or load optimality and demand-baseadr demand optimal-  Related work. Since a two-level system was introduced by
ity. Intuitively, a component interface is load optimal iff the Deng and Liu [6], its schedulability has been analyzed under
amount of resource required by the interface is the sameeas thFixed-Priority ¢P) [12] and Earliest Deadine FirsefF) [14,
average resource requirements of component workload. Orl6] scheduling. The bounded-delay resource model [18] has



been proposed to achieve a clean separation in a multifiével relative deadlind, whereC < D < T. 7 generates the job
erarchical scheduling framework, and analysis techniqaes set{(¢t,C,D)| T dividest}.
been introduced for this resource model [9, 21]. We further assume that the system is scheduled on a gener-

Periodic resource model based interfaces, together withalized uniprocessor platform having constaabdwidthb (i.e.,
their compositional analysis, is a well known technique tha providing b x t resource units in every time units) where
has been studied extensively [15, 19, 20]. These models hav® < b < 1, and each component is scheduled under either
been developed undep [1, 4, 15, 19] andcDF [20] schedul- EDFor DM. We recall thaEDF is a dynamic-priority scheduler
ing. Techniques have also been proposed to supportintegact that selects for execution the job with earliest absolutedee
tasks [17] and mutually exclusive resource sharing betweenline, whereaom is a fixed-priority scheduler that prioritizes
components [3, 5, 10]. Extensions to periodic models with jobs based on their (fixed) relative deadlines. We too assume
more efficient interfaces have also been proposed [7]. Therenegligible preemption overheads.
have also been studies on incremental analysis for hidcaich ~ Scheduling elementary components.Given a periodic task
systems [8,11,22,23]. They abstract resource requiramentset7 = {r; = (T1,C1,D1),...,7n = (T»,Cy,,Dpn)}.
of components in the form of demand functions [22, 23], and Without loss of generality, we assurig < ... < D,,. The
bounded-delay [11] or periodic [8] resource models. utilization of 7 is defined byUr = "1 | %

. . : : Let C = (7,EDF) be an elementary component that is

2. Hierarchical systems and their semantics scheduled on a uniprocessor platform having bandwidie-

A hierarchical real-time systercontains a finite set of jobs  call that the demand bound function [2, 13]®gives its max-
that are scheduled in a hierarchical manner, forming a treeimum resource demand in any time interval, computed by
of components. Each component of the hierarchy consists
of a workload, given by a finite number of job sets and sub- dbfe(£) = " t+T;—D; C
components, and a scheduling policy for the workload. A-real =2 Q T; J )
time job is specified by a tuple, ¢, d) with r being the instant
atwhich the job is released (with respect to the origin oEfim  Theorem 1 (Schedulability under EDF [2]) Component
¢ the number of resource units required by the job, drtlde C = (7T,eDF) is schedulable on a uniprocessor platform
job’s deadline relative to the release instant. Here, weraes  having bandwidtlb iff
that a granularity of time has been fixed.

@

i=1

Definition 1 (Real-time component) A real-time component ViSO <t <L, dbfe(t) <bxt, @
C is specified a€ = (W, S), whereW is a finite set of real- . . U (max™_ (T — Ds))
time components and job sets, afids a scheduling policy. ~ WhereL = min {LCMJFmaszzl D;, bUr ,
C is called anelementary componeift)y comprises only job ~ LCM being the least common multipledf, ..., Ty,.

sets; otherwise, it is aon-elementary component N ] ]
The schedulability loadof C, called LOAD¢, is defined as
EDF maxye(o, 1] M. If b > LOAD¢, the processor can suc-
cessfully schedul€. SinceeDF is an optimal scheduler for
periodic tasks, théeasibility loadof task set7 (LOAD7) is

[om |
e also equal td.OAD¢. As aresult7 is not schedulable by any
uniprocessor with bandwidth smaller theR®AD, under any
/ \ scheduling algorithm.
C‘S EDF

G \ﬂ Similarly, consider an elementary componénrt (7, DM).

The request bound function [13] 6f specifies the maximum
\ resource requested in any time interval, computed by

B

[5%) thfei(t) = 3 GTLJ ck) ®

k<i

Cs

Component comprising «

>
(=

Figure 1. A hierarchical real-time system

The schedulability condition fo€ is given in Theorem 2.

The schedulability loadof C is defined asLOAD., =
rbf ¢ iy (t)
—

Figure 1 shows a hierarchical systéin= (Cs, DM), where the
root component; consists of a non-elementary component .
C4 and an elementary componeht that are scheduled using ™M@Xi=1,...,n Milte(0,D;]
DM (Deadline Monotonic) policy. Further, the whole system is

scheduled undezpF on the hardware platform. Theorem 2 (Schedulability under DM [13]) Component
Assumptions. We assume that each job set is generated byC = (7,DM) is schedulable on a uniprocessor platform
a set of independent, constrained deadline periodic tasks. having bandwidttb iff

constrained deadline periodic task= (T, C, D) has release

separatiofil, maximum resource capacity requireméngand Vi, 3t € [0,D;] s.t. rbfci(t) <bx t. (4)



Scheduling non-elementary componentsWhile scheduling
the workload (job sets) of an elementary componentis ditaig

forward, scheduling the workload of a non-elementary com-

successfully schedule tasksZig under some scheduler. Sim-
ilarly, given a set of interface$ = {Z¢,,...,Z¢,} and a
schedulesS, theschedulability load.OADz s is the smallest

ponent faces many challenges. To schedule the workload obandwidth required from a uniprocessor platform to success
a non-elementary component, we must present a set of jobdully scheduleZ underS. The feasibility and schedulability

to the component’s scheduler. In the casepef scheduler,
this set of jobs must be generated by a collection of tasks wit
fixed relative deadlines. In other words, each compo@eirt

the workload ofC must be transformed into a set of tasks/jobs ¢, — ({¢, |
thatC's scheduler can schedule. Further, these transformedyf the workload{C

loads of an interface comprising constrained deadlineodéri
tasks under eithezDF or DM are given in the previous section.

Definition 3 (Local load optimality) Consider a component
.,Ci,, },Si) and letZ; be a set of interfaces
,Ci,, }. I¢, islocally load optimalff

ITEREE

tasks/jobs o€ ; should be such that (s.t. their resource require- LOADz, =LOADz, s,.

ment undeiC’s scheduler is at least as much as the resource

demanded by componefit. We call them annterfaceof C;.
Definition 2 (Component interface) Consider a component
C=W,S)withw = {Cy,...,C,}. LetC itself be sched-
uled undesS’, andZ,, denote the set of interfaces of workload
W. T. is an interface folC iff Z. is schedulable unde$’ im-
pliesZy is schedulable unde$. In this definition, we assume
thatZ,, executes undef whenevefl¢ is scheduled bg’. An
interface of a task set is the task set itself.

A non-elementary compone@t= ({Ci,...,C,},S) is said

to befeasibleon a uniprocessor platform having bandwidth

if there exists interface s@t = {Z¢,,...,Z¢, } such thatl is
schedulable unde$ on this resource. The fundamental ques-
tion in scheduling’ now is, “What is the interface that ea€h
must present t&?”. The rest of this paper aims to answer this

Although there could be many possible locally load optimal
interfaces forC;, not all of them may result in a load optimal
interface fotC;'s parent. Hence the notion of global optimality.

Definition 4 (Global load optimality) Consider a compo-
nentC = ({C1,...,C},S). LetT = {Z¢,,...,Z¢,} be a
set of locally load optimal interfaces of the workload’pfand
Zc a locally load optimal interface generated from Each
interfaceZ¢, € Z is globally load optimaliff LOADz, <
LOADz, for any given sefl’ of locally load optimal inter-
faces of the workload @ and every local optimal load inter-
faceZ| generated fron'.

Note that ifC; is an elementary component, its job set is a
global load optimal interface. Theorem 3 highlights therel
tionship between load optimal interfaces and schedutgbili

question, and in the process generates component interfaceTheorem 3 Consider a hierarchical systefid = (C, S), with

that areoptimal with respect to resource utilization. Without
loss of generality, our interface generation techniqussrag
vertical synchronizatiotbetween components and their inter-

Cy,...,Cp denoting all the components in the tree rooted at
C. Letinterfaceq = {Z¢,,...,Z¢,, } of all these components
be globally load optimal. Also, lef. denote a load optimal

faces, i.e., the release time of first job in a component is syn interface forC generated fronT. If eachC; is scheduled exclu-

chronized with that of the first job in the component’s inter-
face. Observe that vertical synchronization does not eafor
any horizontal synchronizatiotetween the release times of

jobs in different components in the system (which often does

not hold if the system is open).
3. Optimality in hierarchical systems

sively on a uniprocessor having bandwidtOADz, (= b;),
then(C is not schedulable on any uniprocessor having band-
width b that is smaller tha.OADz, .

Theorem 3 is proved by induction on the height of nGde
Overheads of load optimality. Although a load optimal in-
terface minimizes the average resource utilization, it mayr

Component interfaces are generally computed based on E.g)verheads with respect to the actual demand of the underly-

chosen representatigh of the components’ resource require-
ment used in schedulability analysis. Interface optimast

in turn defined with respect to (wrt.) this representatior- D
pending on the expressiveness/fan optimal interface wrt.

ing component. As an example, consider a compo@Ggnt
({Cy,C2},EDF), With C; = ({(6,1,6),(12,1,12)},EDF) and
Cy = ({(5,1,3),(10,1,7)},EDF). DefineZ¢, = (1,0.25,1),
Ze, = (1,0.43,1), Zc, = (1,0.68,1) andZ’ = {Z¢,,Zc,}-

F may or may not be both sufficient and necessary for schedu-Th€ demand bound functions @, C,, and component,

lability analysis. Further, optimality of an interface watfixed
representatiorf can only be obtained by an optimal algorithm
for interface generation. Often, there is a trade-off betwe

are plotted in Figure 2(a). One can verify tHaDADz. =
LOADCI, LOADIC2 = LOADcz, and LOADIC3 =
LOAD(z' epr)- ThusZe, andZc, are globally load optimal.

accuracy and (storage and computational) complexity of rep However, as seenin Figure 2(B))ADz., > LOADz, where
resentations of resource requirements, and hence of e int £ = {(6,1,6),(12,1,12),(5,1,3), (10,1,7)}. Assuming ver-

faces and their generation. We consider two represensgtion
the former characterizes tlawerage loadbandwidth) and the
latter gives theexact demangdbf).

3.1. Load-based optimality

The feasibility load LOADz, of an interfaceZ; is the
smallest bandwidth required from a uniprocessor platfarm t

tical synchronization, it is easy to see that the total ressu
requirements of is equal to the total resource requirements
of component€; andC-, and henc€ is an interface for com-
ponentCs. This shows that even though, is feasible only
on a uniprocessor platform having bandwilthADz,, , com-
ponentCs itself is feasible on a platform having bandwidth
strictly smaller thad.OADz.., .



10 As the actual interference from other components may be

smaller than the worst-case scenario considered in the zero
slack assumption, local demand optimal interfaces arelnot a
ways globally optimal. Intuitively, if it is possible to set-

ule the system’s workload using some set of interfaces, it is
also possible to schedule the workload using a set of gipball
demand optimal interfaces. Note that, the interface of a con
strained deadline periodic task set (i.e., task set itge(fpcal

and globally) demand optimal.

dbf

4. Computing load optimal interfaces

Definition 7 presents a globally load optimal interface for
both open and closed hierarchical systems (cf. Theorem 4).

Time

10

' Definition 7 (Schedulability load based abstraction)If C;
8 FLOADz,, ~== T is a constrained deadline periodic task set then abstractio
7--- S Zc, = C;. OtherwiseZe, = {7; = (1,LOADw, s,,1)},
LOAD; 2 P whereS; denotes scheduler used 8y, and W, denotes the
§ set of schedulability load based abstractiongé children.
‘ 7; IS a periodic task, and the release time of its first job
coincides with the release time of the first job in compog@ent

(vertical synchronization).

dbf

! Finally, we can prove the optimality of the interfaCeg, .

0 5 10 15 2!
Time Theorem 4 Given componer@ = ({C1,...C;,...,Cp},S).
(b) Sub-optimality IfinterfacesZ¢c andZ = {Z¢,,...,Z¢,,...,Zc, } are as given

_ o by Definition 7, theiZ¢, is a globally load optimal interface.
Figure 2. Load vs. demand optimality

We prove this theorem by induction on the heighCein the
underlying subtree rooted ét

Complexity Analysis. Interfaces in Definition 7 can be
computed in pseudo-polynomial time wrt. input specifica-

3.2. Demand-based optimality

When the hierarchical system under consideration is an
open system, a compone_nt in the system is not aware of othe{ion_ LOADyy, s, can be computed using Equation (2) or
components scheduled with it. Therefore, when generafing a (4). Since these zequations must be evaluated for all values
mterfa}ce for such a component, we must consider the worgt-of t in the range(0, L] underepr, and (0, D;] for each task
case interference from other components scheduled with |t.Tj € W, undemw, interfaceZe, can be generated in pseudo-
Th|s mt_erference is made precise usingeso slack assump- polynomlial time. Further, interfadé;, only hasO(1) storage
tion. Given a componerd; = ({Cy,, .-, Ci,. }, Si). LetZ; requirements with respect to the inp;ut size.

denote the set of interfaces of the subcomponents. We assume, ¢\ models. Although we assume periodic tasks in this pa-
that the sfchedule o, ha?zgro slack t|1n r?ther V\ao_rds,_%he per, the technique in Definition 7 can generates load optimal
?”?O#“t 0 rtlasource S“pr'Ie & :)S such that efac' 10 Ibéll . interfaces for constrained deadline sporadic tasks, daspati
Inishes as late as possible, subject to satisfaction o J job release times are multiples of the basic chosen time unit

deadlines. The only modifications required in Definition 7 are that, (1)
Definition 5 (Local demand optimality (open systems)) task 7, is sporadic, and (2); is released whenever there are
Consider a componeit; = ({C;,,...,C;, },Si). LetZ; be  uynfinished jobs active ifi;, subject to these releases satisfying
the set of interfaces of workloafC;,,...,C;, }. Interface  the minimum separation criteria. It is straightforward tos

Zc, is locally demand optimal iff assuming zero slack @r  that Theorem 4 holds for such interfaces as well.

(and hence forZc,), schedulability ofZ; underS; implies  preemptions. Preemption overheads can be upper bounded
feasibility ofZ¢, . by a function that is monotonically decreasing with respect
Definition 6 (Global demand optimality (closed systems)) task periods in interface®(g, [8, 15]). Under this assump-
Consider a hierarchical systenC,S). LetZ. denote an  tion, our interface generation technique in Definition 7 vmit
interface forC generated using some set of interfaces for all cur maximum preemption overhead. However, the technique
components ii€. Z¢ is globally demand optimal if and only can be modified such that task = (k,LOADWCi xk, k),

if, whenever there exists interfaces for all the componentswherek is any divisor of theGCD (greatest common divisor)

in C such that the components are schedulable using thoseof periods and deadlines of tasks{iWc, } J{We, |7 # i}.
interfacesZ is feasible. Here{C, |j # ¢} denotes other components scheduled @jth



Thus, we can generate load optimal interfaces without figrci
interface tasks to have period one.

Comparison to resource model based interfaceslt is well
known that the feasibility load of interfaces generatedgsi
bounded delay [9, 21] or periodic [15, 20] resource models is
lower bounded by the schedulability load of underlying com-
ponent. In fact, this schedulability load is achieved onhew
periodII for periodic models, or delay for bounded delay
models, isO (see Theorems 7 and 8 in [20] and Theorems 4
and 5 in [21]). Notell or 6 = 0 indicates that the interface
is not realizable, becaugF andDbM cannot schedule tasks
generated from such models. In all other cases, the feiggibil
load of interface is strictly larger than the schedulaplbiad of
component. Hence, these interfaces are not load optimal. Th
reason for this sub-optimality is lack of vertical synchizaa

tion between the component and its interface. EDP resource

model based interfaces can achieve load optimality wheneve
deadline of the model is equal to its capacity £ ©), and pe-
riodIT = 1. Correctness of this statement follows from the fact
that (1) in any time interval of length this model guarantees

© units of resource, and (2) transformation from EDP model
to periodic task is demand optimal (see Equation 6 and Defini-
tion 5.2in [7]). Note thall can also take values as described in
the previous paragraph to account for preemption overheads

5. Demand optimal interfaces

Although demand optimal interfaces are optimal for
schedulability analysis, their sizes in general are expbaky
larger than the input size. We first present an example ts-illu
trate this complexity, and discuss scenarios under whial lo
optimal interfaces also satisfy demand optimality aftedsa

5.1. Hardness of demand optimality

We employ asynchronous tasks to represent a compo
nent interface in this section. A constrained deadlinenasy
chronous periodic task set is specified s = {m;
(01,T1,Cq,Dy),...,7n = (Op, Ty, Cp,D,)}, where each
7, IS a periodic task with offsed,, exact separatioifr;, worst
case execution requiremet, and relative deadlinB;, such
thatC; < D; < T,;. For each task;, its jobs are released
at timesO;,0; +T;,0, +2T,, ..., and each job requires;
units of resource withii,; time units.

Tgi ni:

Deadline shifi
V)

N
Z

27 28

T2

18 21

Figure 3. Partial schedule of component C,

Consider an open componefit= ({C;,C2}, EDF) with
Ci = {r1 = (7,1,7),72 = (9,1,9)},DM) andC; is as-
sumed to interfere with the execution ©f in an adversarial
manner (zero slack assumption). In componéntjobs of
taskr; have a higher priority than jobs of task. Further, due

to zero slack assumption, each jobreffinishes its execution
only by its deadline. Thus, some jobsmfare required to fin-
ish their executions much before their deadlines. For int&a
consider the job of; released at timé8, with deadline aR7.
Since schedule af; has zero slack, this job finishes its exe-
cution requirements only by timg7 (its latest possible finish
time). Then, the job of; released at tim@1 must also finish
its execution by time&7 underpm (see Figure 3).

Interval
Demand

.71
1

(791
1

(14,18]
1

(21,27
1

(28,35]
1

(35,42]
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(42,45]
1
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1

(56,631
1

(a) Demand intervals for;

10

Demand

0 1 1 1
10 20 30
Time

(b) Demand function of;

40 50 60

Figure 4. Demand of task 7; in component C;

The amount of resource required by jobs of taskin the
interval (0, LCM], is given in Figure 4(b). Herd,CM (= 63)
denotes the least common multiple of perigdand9. Also,
release constraints on these demands are given in Table 4(a)
As discussed above, these demands and release constraints a
exact in the sense that they are necessary and sufficienato gu
antee schedulability of;. Then, any locally demand opti-

mal interface must reproduce this demand function andselea
constraints exactly to abstract.

Suppose an asynchronous periodic task (O, T, C,D)
is used to abstract the resource requirements of some jobs of
71. Then,O andD must be such thatO, O + D] is one of
the entries in Table 4(a). Alsd, must be such that, for af,
O+kT =1!LCM +aandO +kT+D =[LCM +b for some
I > 0 and entry(a, b] in the table. It is easy to see that these
properties do not hold for arly < 63. This means that task
can be used to abstract the demand of only one jolj @f the
interval (0, 63]. Therefore, at leaste™ = 9 tasks are required
to abstract the demand of all jobs of. This highlights the
exponential complexity of demand optimal interfaces ad wel
as the necessity of increased interface size in both open and
closed systems.

5.2. Comparisons to load optimal interfaces

Local demand optimality vs. load optimality. Let 7 =
{r1 = (T1,Cy,D1),...,7n = (Ty,C,,D,)} be a con-
strained deadline periodic task set afid= (7,EDF). We
know that(1, LOAD¢, 1) is a load optimal interface fat. Fur-
ther, from Section 47, = (GCD, LOAD¢ x GCD, GCD) is
also a load optimal interface fa, whereGCD is the greatest



common divisor ofT'y, ..., T, Dq,...,D,. Supposel;
. =T, =Dy =--- =D, = GCD. Then,Z¢ is also a
local demand optimal interface sindef; = dbfz, (cf. Defi-
nition 5). However, ifT'; # D, for some; or T; # T; for some

and complexity of resource interfaces are often involved in
trade-off, instead of capturing the exact resource demamgs
can approximate them using simpler sets of tasks according t
the degree of accuracy required by the systems.

i andj, Z¢ is not a local demand optimal interface. This is be-
cause there existssuch thatlbf¢ (1) < LOAD¢ xt = dbfz,
andt = k x GCD for some integek. (Indeed, ifT'; # D, for
somei, thent = LCM whereLCM is the least common multi-
ple of Tq,...,T,. Otherwise} = min;—, .., T;, if T; # T

for somei, j andD; = T, for all 7). Similar results hold for
components witlbm scheduler, i.e., load optimality results in
local demand optimality in an extremely restrictive case.
Global demand optimality vs. load optimality. Consider

a component, with C4,...,C,, denoting all the elementary
components in the tree rooted@t Suppos&y,...,C,, are
the only components i@ with periodic tasks in their work-
loads, and eacli; uses schedule§, = EDF. LetZ; be

a load optimal interface fo€. Assuming all interfaces in
this system having period 1, Theorem 3 implleSADz, =
27:'1 LOADg, s,. Now, suppose there is a tintesuch that
for eachi, LOADc, s, xt = dbfc,(t). Then,Z¢ is also glob-
ally demand optimal, becau3€’” , LOADc, s, is indeed the
minimum bandwidth required from a uniprocessor platform to
scheduleC. However, if such & does not exist or if som§;

is DM, then>""" | LOADc, s, can be strictly larger than the
minimum required bandwidth (e.g., the example in Sectign 3)
as aresultZ¢ is not globally demand optimal.

5.3. Size vs. overhead in interface generation

We have seen in Section 4 that a load optimal interface can
1)

be represented using one periodic task. At the same time, w
have shown that load optimal interfaces can suffer fromikign
icant overhead compared to demand optimal interfaces. ©n th
other hand, the size of a demand-optimal interface can tonta
exponentially many periodic tasks in the size of the compo-
nent, making its generation and its use in schedulabiligl-an
ysis intractable in practice. Intuitively, there is a traffde-
tween the amount of overhead the interface incurs and tee siz
of the interface.

Currently, there are no known techniques for implementing
this tradeoff. In particular, it appears to be quite difftcia

generate an interface of a given size whole load bounded from

above by the load of the load-optimal interface and fromelo
by the load of the demand-optimal interface.

6. Conclusions and future work

We have introduced two notions of resource optimality in
hierarchical systems and proposed efficient techniquesrie g
erate load optimal interfaces wrt. average resource requir
ments. Each load optimal interface comprises of a single tas
thereby hag)(1) storage requirements in terms of the input
size. We further showed the hardness in generating deman
optimal interfaces through an example. Although the size of
demand optimal interfaces is exponential in general, itldiou
be interesting to identify special cases where optimatiates
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