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Abstract

A key requirement for responsiveness, i.e., timely and correct response to egernin real-time distributed
applications is the ability of data to move in a reliable and predictable manner acrosket underlying
communication network. Ethernet is the emerging communication technology for modern real-timeedvir
networks. Its ability to meet the increasingly stringent speed and distance m@é@ments, along with its high
bandwidth capacity, makes it a promising addition to legacy communication infrastructurdhe older Ethernet
standards were originally geared towards non-real-time applications and lacked featuressupport real-time
communication. To close this gap, the Institute of Electrical and Electronics Engise@EEE) has proposed several
changes to standards over the past three decades. The collection of recent standardsddticed for this purpose
is called Time Sensitive Networking (TSN). Among all these, the IEEE 802.1Qbu, wipebifees a 1-level frame
preemption mechanism, occupies a prominent place. Specifically, the TSN frame preemption raeg@m is
specified by the so-called 1-level preemption scheme as follows. Frames are divided itvto classes: (i) the
express frames, which are considered urgent and therefore eligible for expedited transnurs and (ii) the
preemptable frames, which are considered less urgent. In particular, express framman preempt preemptable
frames and two frames of the same class cannot preempt each other.

While frame preemption significantly improves the suitability of Ethernet for real-timemmunication with strict
and heterogeneous requirements, the current mode of operation, as specified by TSN, Isasne serious
limitations that affect network performance. Most importantly, this scheme gone to performance degradation
when the number of express frames is high. In addition, preemptable frames with firimihg requirements can
suffer from long blocking periods due to priority inversions, since frames in the samreemption class cannot
preempt each other. These limitations mean that the 1-level preemption schemeed not provide a way to
efficiently support the coexistence of flows with diverse timing requirements on the sametwork. In this thesis,
we show the limitations of 1-level preemption in real-time applications. We then postel#tat these shortcomings
can be effectively mitigated with a multi-level preemption scheme, and we show the fiédgy of this scheme as
well as its requirements, timing analysis, and configuration. We make a fourfold contribution: (1) p¥@pose a
new framework in which the non-preemptive transmission constraints between non-express famare relaxed.
Then, we describe the operational dynamics of our approach and the actual implemeiatrecommendations for
its feasibility; (2) we perform a comprehensive and rigorous worst-case tresad time (WCTT) analysis for each
flow in the network and compare the results with the 1-level preemption and the nore@mptive schemes; (3) we
provide an offline priority assignment scheme for the flow set. Then, we provide offline framework for
determining the appropriate humber of preemption levels on the one hand and assignifhgws to preemption
classes on the other; finally (4) we evaluate the performance gain of a multi-legebrity scheme over a 1-level
preemption scheme from both qualitative and quantitative perspectives. Severalidtes have pointed out that the
major limitation of frame preemption is that it only allows one level of mmption. By addressing this limitation,
this work positions Ethernet TSN with Frame Preemption as a simpler and more texféective alternative
communication solution for Distributed Real-time Embedded Systems.
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Abstract

A key requirement for responsiveness, i.e., timely and correct response to events, in real-
time distributed applications is the ability of data to move in a reliable and predictable
manner across the underlying communication network. Ethernet is the emerging com-
munication technology for modern real-time wired networks. Its ability to meet the in-
creasingly stringent speed and distance requirements, along with its high bandwidth ca-
pacity, makes it a promising addition to legacy communication infrastructures. The older
Ethernet standards were originally geared towards non-real-time applications and lacked
features to support real-time communication. To close this gap, the Institute of Electrical
and Electronics Engineers (IEEE) has proposed several changes to standards over the past
three decades. The collection of recent standards introduced for this purpose is called
Time Sensitive Networking (TSN). Among all these, the IEEE 802.1Qbu, which spec-

i es a 1-level frame preemption mechanism, occupies a prominent place. Speci cally,
the TSN frame preemption mechanism is speci ed by the so-calleded preemption
schemas follows. Frames are divided into two classésthe express framesvhich are
considered urgent and therefore eligible for expedited transmissionii atite(oreempt-

able frameswhich are considered less urgent. In particular, express frames can preempt
preemptable frames and two frames of the same class cannot preempt each other.

While frame preemption signi cantly improves the suitability of Ethernet for real-
time communication with strict and heterogeneous requirements, the current mode of
operation, as speci ed by TSN, has some serious limitations that affect network perfor-
mance. Most importantly, this scheme is prone to performance degradation when the
number of express frames is high. In addition, preemptable frames with rm timing re-
quirements can suffer from long blocking periods due to priority inversions, since frames
in the same preemption class cannot preempt each other. These limitations mean that
the 1-level preemption scheme does not provide a way to ef ciently support the coex-
istence of ows with diverse timing requirements on the same network. In this thesis,
we show the limitations of 1-level preemption in real-time applications. We then postu-
late that these shortcomings can be effectively mitigated wittulii-level preemption
scheme and we show the feasibility of this scheme as well as its requirements, timing
analysis, and con guration. We make a fourfold contribution: (1) We propose a new
framework in which the non-preemptive transmission constraints between non-express
frames are relaxed. Then, we describe the operational dynamics of our approach and the
actual implementation recommendations for its feasibility; (2) we perform a comprehen-
sive and rigorous worst-case traversal time (WCTT) analysis for each ow in the network



and compare the results with the 1-level preemption and the non-preemptive schemes;
(3) we provide an of ine priority assignment scheme for the ow set. Then, we provide
an of ine framework for determining the appropriate number of preemption levels on the
one hand and assigning ows to preemption classes on the other; nally (4) we evaluate
the performance gain of a multi-level priority scheme over a 1-level preemption scheme
from both qualitative and quantitative perspectives. Several studies have pointed out that
the major limitation of frame preemption is that it only allows one level of preemption.
By addressing this limitation, this work positions Ethernet TSN with Frame Preemption
as a simpler and more cost-effective alternative communication solution for Distributed
Real-time Embedded Systems.

Keywords: Time Sensitive Networking, Real-time Communication, Ethernet, Frame
Preemption.



Resumo

Um requisito fundamental para capacidade de resposta, ou seja, resposta oportuna e cor-
reta a eventos, em aplicativos distribuidos em tempo real, é a capacidade dos dados de se
moverem de maneira con avel e previsivel pela rede de comunicagao subjacente. Ether-
net € a tecnologia de comunicacdo emergente para redes cabeadas em tempo real mod-
ernas. Sua capacidade de atender aos requisitos cada vez mais rigorosos de velocidade e
distancia, juntamente com sua alta capacidade de largura de banda, o torna uma adicao
promissora as infra-estruturas de comunicacao legadas. Os padrdes Ethernet mais antigos
foram originalmente voltados para aplicativos ndo em tempo real e careciam de fungdes
dependentes do tempo. Para fechar essa lacuna, o Instituto de Engenheiros Elétricos e
Eletronicos (IEEE) propds varias mudancas nos padrdoes nas ultimas trés décadas. A
colecdo de padrfes recentes introduzidos para essa nalidade é chamada de Time Sensi-
tive Networking (TSN). Entre todos eles, o IEEE 802.1Qbu, que especi ca um mecan-
ismo de preempcéo de quadro de nivel 1, ocupa um lugar de destaque. Especi camente, 0
mecanismo de preempcédo do quadro TSN € especi cado pelo chamado esquema de pre-
empcao de 1 nivel como segue. Os frames sao divididos em duas classes:fi@mes
expressosque sdo considerados urgentes e, portanto, elegiveis para transmissao aceler-
ada, e (ii)os frames preemptivpgue sdo considerados menos urgentes. Em patrticular,

0s quadros expressos podem ter preempc¢ao de quadros preemptivos e dois quadros da
mesma classe ndao podem ter preempcao um do outro.

Embora a preempcéo de quadro melhore muito a adequacao da Ethernet para co-
municacdo em tempo real com requisitos rigidos e heterogéneos, o modo de operacéao
atual, conforme especi cado pelo TSN, possui algumas limitacdes sérias que afetam o
desempenho da rede. Mais importante ainda, esse esquema € propenso a degradacao do
desempenho quando o nimero de quadros expressos € alto. Além disso, quadros preemp-
tivos com requisitos de temporizacdo rmes podem sofrer longos periodos de bloqueio
devido a inversdes de prioridade, uma vez que quadros na mesma classe de preempcao
nao podem preempc¢ao uns dos outros. Essas limitagdes signi cam que o esquema de pre-
empcéao de 1 nivel ndo fornece uma maneira e ciente de suportar a coexisténcia de uxos
com diversos requisitos de tempo na mesma rede. Nesta tese, mostramos as limitagoes da
preempcao de 1 nivel em aplicacdes de tempo real.

Em seguida, postulamos que essas de ciéncias podem ser efetivamente mitigadas com
um esquema de preempcao multiniveé mostramos a viabilidade desse esquema, bem
como seus requisitos, analise de tempo e con guracdo. Fazemos uma contribuicdo qua-
drupla: (1) Propomos uma nova estrutura na qual as restricdes de transmissao nao pre-



emptiva entre quadros ndo expressos sao relaxadas. Em seguida, descrevemos a dindmica
operacional de nossa abordagem e as recomendacdes efetivas de implementacéo para sua
viabilizacéo; (2) realizamos uma analise abrangente e rigorosa do tempo de travessia do
pior caso (WCTT) para cada uxo narede e comparamos 0s resultados com a preempcéo
de 1 nivel e os esquemas ndo preemptivos; (3) fornecemos um esquema de atribuigdo
de prioridade off-line para o conjunto de uxo. Em seguida, fornecemos uma estrutura
off-line para determinar o numero apropriado de niveis de prioridade, por um lado, e
atribuir uxos a classes de prioridade, por outro; nalmente (4) avaliamos o ganho de
desempenho de um esquema de prioridade multinivel em relacdo a um esquema de pre-
empcao de nivel 1 de ambas as perspectivas qualitativa e quantitativa. Varios estudos
apontaram que a principal limitacdo da preempcéo de quadros € que ela permite apenas
um nivel de preempg¢éo. Ao abordar esta limitacdo, este trabalho posiciona a Ethernet
TSN com Frame Preemption como uma solucéo de comunicacéo alternativa mais simples

e econbmica para Sistemas Embarcados Distribuidos em Tempo Real.

Palavras-chave Time Sensitive Networking, Real-time Communication, Ethernet,
Frame Preemption.
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Chapter 1
Introduction

The rise of digital technology has changed people’s lives in many ways. Technology
components such as sensors, actuators, communication, and computing infrastructures
have created an intertwined ecosystem. From traditional systems such as manufactur-
ing, avionics and automotive to emerging systems such as service robots and autonomous
systems, digital technology is now at the heart of virtually all human endeavors. Micro-
processor technology is driving this new phenomenon. It is becoming ever smaller in
miniaturization, yet ever more sophisticated and powerful. Today, microprocessors can
be found in everyday devices, from cell phones to home appliances to production systems
and aircraft. Such devices/systems that contain microprocessors to provide computation
and control functions are often referred toerebedded systemsn some application
scenarios, such as automotive and industrial automation, an embedded system consists
of multiple hardware and software components that must communicate over a network
medium. This class of embedded systems is referred dis&ibuted embedded systems

The subset of distributed embedded systems that requires not only functional correctness
- i.e., functions must provide logically correct outputs - but also temporal correctness -
i.e., these outputs must be available within a speci ed time interval - is cBiigtibuted
Real-time Embedded Systems (DRHE$}his work, we focus on theommunicatioras-

pects of DRES. In this kind of systems, different components communicate over a wired
or wireless medium, depending on the speci ¢ constraints of the target application do-
main. While wireless communication offers more exibility and mobility, wired com-
munication is usually preferred because it offers high reliability and is less susceptible to
signal loss and interference.

In this dissertation, some key contributions to real-time wired communicatior in
DRES are presented.
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The remainder of this chapter is organized as follows. First, we explain the motivation
for this research and identify the research gap that we aim to Il in SedtianThen, we
present the thesis and the corresponding research quesfidh rhe research methodol-
ogy is elicited in Sectiord..4, which is followed by a summary of the main contributions
in Sectionl.5. Finally, Sectionl.6 explains the signi cance of the contributions, and
Sectionl.7 describes the structure of the remainder of the dissertation.

1.1 Research Context

One of the key requirements of DRES&sl-time communicatign.e., the ability of data

to move reliably and predictably through the underlying network. To date, a variety of
solutions have been proposed in the literature, each targeting a set of domain-specic
requirements. Some examples of established solutions includeathieoller Area Net-

work (CAN) protocol Szydlowskj 1992, the Local Interconnect NetworlIN) proto-

col (Specks and Rajnak000, the FlexRayprotocol Pop et al. 2009, and TTEther-

net Steiner et al.2009, which focus mainly on the automotive sectdwionics Full

Duplex Switched EthernéAFDX) (Brajou and Riccp2004), which targets the avionics
sector; and protocols such as SERCUS Bicliemm2004), EtherCAT (Jansen and But-

tner, 2004 and PROFINET Feld 2004, which are aimed at the industrial domain. As

a matter of fact, most of these solutions are now struggling to keep up with the growing
bandwidth and performance requirements of emerging applications in their respective do-
mains {Thiele and Ernst20163. Another development is the convergence of Operations
Technology (i.e., the hardware and software systems used to control and monitor indus-
trial processes) and Information Technology (i.e., the systems and tools used to manage,
store, and process data), which presents a new challenge and requires new communication
technologies to handle different types of traf ¢ (real-time, non-real-time, long and short
frames) on the same network infrastructure.

EthernetShoch(1981) has emerged as a leading and promising replacement for all
previous technologies, capable of meeting increasingly stringent time and distance re-
quirements and providing high bandwidth capacithi€le and Ernst2016a Jia et al,

2013. In this protocol, data is transmitted over the network using a digital packet called
a "frame” (see Figuré.1for the structure of a basic Ethernet frame). The rst eld is the
"preamble” — 7 bytes — which consists of alternating 1s and Os and is used to synchronize
the sender and receiver. This eld is followed by what is called the “Start Frame De-
limiter” — 1 byte —, which indicates the start of the frame; then come the "Media Access
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Control” (MAC) destination and source addresses bytes each —, which identify the
devices sending and receiving the data. These two elds are followed by what is called
the "Ethertype” — 2 bytes —, which speci es the type of data being transmitted (e.g., Inter-
net Protocol (IP), Address Resolution Protocol (ARP), etc.). This eld is followed by the
"Data” eld — 46 to 1500 bytes —, which contains the actual data that will be transmitted.
Finally, the last eld is the "frame check sequence” — 4 bytes — which is used to detect
errors during transmission. This is a mathematical calculation that is performed on the
frame to ensure that it was transmitted and received correctly.

I . T 1 1 T
6 G5! i ¢s o G35} o Cs! i czlsorinil | 8 C3
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Figure 1.1: Ethernet frame format as de ned by the IEEE.

The original Ethernet standards were intended only for non-real-time applications and
have several limitations that complicate their use in DRES. In their speci cation, a frame
must not interrupt the transmission of other frames, regardless of its timing constraints.
In other words, the frames are transmitted non-preemptively as illustrated in Bigure

B &E u -
> t &E uUu EE]A 0
| &E u o]v

i ) 0 0 0 i
Figure 1.2: Illustration of the Ethernet non-preemptive transmission scheme.

In this gure, three framesf(, fo, andf3) are considered for transmission in a First-
In-First-Out (FIFO) order. The up arrows de ne the frame arrivals and the down ar-
rows de ne the time instant by which the transmission of each frame must be completed.

1The MAC address is a unique identi er assigned to each device on a network
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Framef; arrives rst (at time 0) and starts its transmission. During the transmission of
f1, framesf, and f3 arrive, but cannot begin their transmission despite their stringent tim-
ing constraint becaush is being transmitted. Both frames are given a window of three
time units for their transmission. Consequently, they do not meet their timing require-
ments, i.e., they miss their deadlines. In addition to the potentially large delay incurred
by frames due to the non-preemptive transmission scheme, another major limitation of
Ethernet when it comes to real-time applications is its unpredictable nature in the sense
that it does not guarantee the delivery of data within a prede ned time period. This can be
particularly challenging in automotive and industrial automation, where real-time control
is critical. Furthermore, Ethernet is susceptible to network congestion because it uses a
shared medium for communication. This means that multiple devices can transmit data
simultaneously, which in turn can cause collisions and delays that degrade network per-
formance and make it dif cult to transmit data in a timely manner.

A lot has been done by standardization bodies, academia, and industry experts in
the last two decades to address these limitations and several changes and/or additions
have been made to the Ethernet standards to include features for real-time communica-
tion (Nasrallah et a).20199. The latest set ofipdated standards this direction is
referred to agime-Sensitive Networki(@SN) (EEE-TSN 2012. In this set, the IEEE
802.1Qbu (EEE, 20168 TSN sub-standard (now merged with the IEEE 802.1Q-2018
standardIEEE, 20183) introduces a devel frame preemptioscheme to the IEEE 802.1
networks. In contrast to the original Ethernet speci cation, this scheme allows the trans-
mission of a frame to be temporarily suspended prior to its completion in order to ex-
pedite the transmission of a more urgent frame. This standard is closely related to the
IEEE 802.3br [EEE, 2016H standard, which allows urgent time-critical frames to split
non-critical frames transmitted over a physical link into smaller fragmertd8ello and
Steiner 2019. In particular, frames are mapped to two MAC sublayer service interfaces
depending on their priority and timing requirements, namely (1) thepfess MAC
(eMAC) and (2) the Preemptable MAC(pMAC). Frames that map to the eMAC and
PMAC interfaces are referred to as “express frames” and “preemptable frames”, respec-
tively. These two classes are managed as folloysinly express frames can preemptable
frames; andi() two frames belonging to the same class cannot preempt each other. Fig-
urel.3illustrates such a scenario.

In this gure, three framesfg, fo, and f3) are considered, and the priorities of the
frames are set so that “the smaller the index of a frame, the higher its priority”fi.e.,
gets the highest priority anés the lowest. As in the previous example, an up arrow
represents the arrival time of a frame and a down arrow represents the deadline. We
assume that frames are transmitted according to a 1-level preemption scheme and are
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Figure 1.3: Illustration of the 1-level preemption scheme.

divided into two preemption classes: (1) thighest preemption class (express)which

frames are represented by “red boxes”; and (2)dlest preemption class (preemptable)

in which frames are represented by “green boxes”. The light gray boxes represent the
costs associated with the occurrence of a preemption. As can be seen, preemption favors
prompt service of all express frames, but this comes at the cost of some overhead. The
extra cost comes from the fact that fragments of split frames must form valid Ethernet
frames. Namely, information such as the number of fragments (Fragment Count), an
error correction code (CRC) to determine if all fragments were transmitted correctly, etc.
must be added to the fragments of the preempted frame -fherso that the network
nodes can send and receive them all correctly. The total overhead associated with the
occurrence of each preemption is equivalent to the time required to transmit 24 bytes
of data (i.e., @9ms and 19ns, assuming an Ethernet with 1 Gb and 100 Mb speeds,
respectively). Experimental studies show that this approach improves the performance
of express framesThiele and Ernst2016a Jia et al, 2013. In particular, Thiele and

Ernst (Thiele and Ernst20169 show that the performance of standard Ethernet with
frame preemption in terms of worst-case delay guarantees is comparable to that of the
so-called “Time-Aware Shaper” — a time-triggered gate control mechanism de ned in
the IEEE 802.1Qbv standartEEE, 20169 for TSN frame transmission, making it an
interesting alternative.

1.2 Motivation

Lo Bello and Steine(2019; Gogolev and Bauef2020; Ashjaei et al.(2021) pointed
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out some limitations of the 1-level preemption scheme as speci ed in the standards. Most
importantly,Lo Bello and Steinef2019 andGogolev and Bauef2020 noted that this
scheme is prone to performance degradation when the number of express frames is high.
In this manuscript, we consider the scheme from a different perspective and point out that:

The 1-level preemption scheme greatly improves the responsiveness of express
frames but exhibits some serious limitations and poor performance when it cones
to transmittingoreemptable frames with rm timing requirements

There are frames that cannot be classi ed as express frames, but have rm timing require-
ments. These frames should not be blocked for an excessive amount of time by lower
priority frames, so as not to jeopardize the schedulability of these frames and thus the
schedulability of the entire system. The current speci cation of the 1-level preemption
scheme does not allow these frames to take advantage of the basic bene ts of preemption.
Recall that the TSN standards mandate that frames belonging to the same class cannot
preempt each other. Figutedillustrates such a scenario.

v

v

&

v

i ) o} 0 0 il
Figure 1.4: Limitation of the 1-level preemption scheme wiilas “preemptable”.

In this gure, four frames €1, fo, f3, f4) are considered and the priorities are set
such that “the smaller the index of a frame, the higher its priority”, fyegets the highest
priority andf4 the lowest. Express frames are represented by “red boxes” and preemptable
frames by “green boxes”. The light gray box represents the cost associated with the
occurrence of a preemption. We are interested in the fate of figmehich has a rm
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deadline of 9 time units after its release at timel.. In this scenario, fram& arrives rst
and begins its transmission. At tirhe 1, framefs (with a higher priority tharf,), arrives
but cannot preempfy because both belong to the same preemption class. Attin2,
f2 (which is express) arrives and preempts the transmissidy.oht timet 3, f1 (which
has a higher priority thaffy) arrives but cannot preemjps since both belong to the same
preemption class. After the express frames are compldieisumes its transmission
despitefs being ready and pending. This is due to the actual speci cation of the 1-level
preemption scheme and illustrates a priority inversion. Finally, due to this long blocking,
f3 eventually misses its deadline.

Intuitively, to circumvent this hurdle, one might want to mofiggto the express class,
since its timing requirement cannot be satis ed in the preemptable class. Ridiilles-
trates such a scenario.
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Figure 1.5: Limitation of the 1-level preemption scheme wijlas “express”.

In this scenario, framé&; (which is now express) arrives and preempts the transmission
of f4. Attimet 2, framef; arrives (with a higher priority thafz), but cannot preempt
f3 since both belong to the same preemption class. Attint& f; (with a higher priority
than f,) arrives and begins its transmission immediately afteAfter the completion of
f1, fp starts its transmission. Consequenflymisses its deadline due to the blocking by
f3 and the transmission df.

The above challenges encourage us to think about relaxing the 1-level preemption
constraint. Using a hypotheticall@vel preemption schemee re-examine the scenarios
shown in Figured.4and1.5and show the result in Figude6.
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Figure 1.6: Frame transmissions under a 2-level preemption scheme.

In this gure, we now assume three possible preemption classes: (h)ghest pre-
emption classin which frames are represented by “red boxes”; (2)thedle preemption
class in which frames are represented by “yellow boxes”; and nally (3) ltheest pre-
emption classin which frames are represented by “green boxes”. We assume that frames
in a higher preemption class can preempt any frame in a lower preemption class and that
frames in the same preemption class cannot preempt each other, similar to standards. As
we can see from the gure, framig is better served because it is transmitted immediately
after f, and f; are completed. This results in no priority inversion, and all frames are able
to meet their timing requirements.

From this example, it is clear that preemptable frames with rm timing requirements
(in the yellow-colored box) suffer from poor responsiveness under the 1-level preemption
paradigm, but the situation already improves under a 2-level preemption paradigm. Since
this type of frame is not uncommon in real-time applications, this provides a clear mo-
tivation to investigate not only a 2-level, butnaulti-level preemption schenie TSN to
get the maximum bene t from this approach. Another notable limitation in the standards
is the lack of con guration de nitions to ensure optimal/ef cient performance in terms
of frame responsiveness. Eight Classes of Service (CoS) are de ned in the speci cation
of Ethernet frameslEEE, 2014, but it is not clear which of them should be mapped
to Express or Preemptable frames in the TSN speci cation. Last but not least, the TSN
standards do not specify ef cient routing techniques to optimize network performance.
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1.3 Thesis statement and research questions

In this work, we propose solutions to the shortcomings of the 1-level preemption scheme
speci ed in the TSN standards. In this framework, the thesis statement is as follows:

We postulate that multi-level preemption, when added to TSN, can mitigate seyeral
shortcomings of the frame preemption standard and unlock timeliness and resgurce
utilization bene ts of DRES.

Based on this thesis, we investigate and promote the implementatioxwitidevel
Preemption Scheme With this new paradigm, we envision that all frames with strict
and/or rm timing requirements receive a signi cant improvement in their performance
in terms of responsiveness. This, in turn, allows us to improve both the Quality of Ser-
vice (QoS) and the reliability of the overall system, and to increase the workload that can
be accommodated in the underlying communication network. However, achieving this
goal involves a number of challenging scienti ¢ problems, which are formulated in three
research questions presented below.

"RQ*. Research Question 1:At this stage, we are interested in investigating the oper-
ational feasibility of multi-level preemption within the speci cations of the TSN
standards. In particular, we are investigating how the scheme can be achieved with
the least changes to the standard speci cations while maintaining interoperability
with other existing Ethernet/TSN transmission schemes. We are also interested in
how the resource utilization overhead of the multi-level preemption scheme can
be minimized and how this overhead compares to other TSN traf ¢ control mech-
anisms from a qualitative perspective. Formally, the rst research question is as
follows.

How feasible is a multi-level preemption scheme in TSN with the currgnt
speci cations in the standards and what are the requirements for its ef cient
implementation?

"RQ,*. Research Question 2:Compliance with timing requirements is essential for any
real-time communication medium. Therefore, formal timing analyzes must be per-
formed to provide safe timing guarantees when a new feature and/or scheme is
proposed. These analyzes not only provide real-time guarantees but also allow eval-
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uation of the newly proposed feature and/or scheme from a quantitative perspective.
The need to perform such analyzes for the proposed multi-level preemption scheme
leads us to the second research question, which is formulated as follows.

How does multi-level preemption affect the temporal behavior of timg-
critical data ows if we want to provide real-time guarantees?

Research Question 3The performance of any real-time transmission scheme de-
pends heavily on the con guration chosen, and the multi-level preemption is no ex-
ception. Therefore, determining the appropriate con guration framework to achieve
the best possible performance is a task that deserves our utmost attention. This fact
leads us to the nal research question, which is formulated as follows.

"RQye.

How can a TSN network with a multi-level preemption scheme be con gurgd
to achieve ef cient and/or optimal performance?

1.4 Research methodology

To validate the thesis, a deductive research methodology was used. In this method, a
hypothesis is rst developed based on the state-of-the-art. Then, a strategy is established
to test the hypothesis using a series of observations to determine if it is supported by the
data. The key characteristic of this approach is that the conclusion is necessarily true if
the original principles or ideas are true. In the context of our research, the thesis is the
main hypothesis. We arrive at this thesis after a thorough review of the Frame Preemption
speci cation in the TSN standards and all related work in the literature on the subject.
We identify three main research questions, namely RR),, and RQ, whose answers
would allow us to con rm or reject the thesis.

RQ is a qualitative assessment that involves a comprehensive analysis and compar-
ison of different implementation pro les. In this framework, the qualitative evaluation
criteria are (1) feasibility; (2) resource utilization; (3) ease of con guration; and nally
(4) exibility of a TSN network with multi-level preemption. Speci cally, we conduct
a comprehensive study of TSN standards, along with various other materials, including
several presentations and review documents from the IEEE TSN Task GE&tp-TSN
2012. In addition, collaboration with industry partners@dmcores ApS, Lyngby, Den-
markis initiated to obtain data on the resource utilization pro les of various TSN traf ¢
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control mechanisms. All this information is extensively analyzed and relevant conclusions
and recommendations are derived.

In contrast to R@, RQ, and RQ are quantitative assessments. To answer these, we
explore relevant scienti c theories and tools. In addition, extensive discussions with the-
sis advisors and, in some cases, collaborators from the real-time communication research
community were conducted. The rst goal of these discussions is to develop a model
that effectively captures the characteristics of a TSN network with multi-level preemp-
tion. Once this model is successfully developed, we identify the key metrics to be used in
evaluating the proposed scheme. We then systematically and consistently conduct exper-
iments to compare the new scheme to existing ones in the literature. The results of these
experiments are analyzed in depth to draw unbiased conclusions about the effectiveness
of the multi-level preemption scheme.

1.5 Overview of the contributions

In this section, we summarize the main ndings of our research in relation to the research
questions outlined in Sectich3 and explain how our work contributes to the existing
body of knowledge in the eld of real-time communication. To this end, the section is or-
ganized under three headings, namely:féBsibility and implementation cQgR) model

and analysisand nally, (3) con guration and evaluation

1.5.1 Feasibility and implementation cost

This contribution addresses RQt examines the preemption mechanism in detail to de-
termine the feasibility of a multi-level preemption scheme, and our analysis con rms its
feasibility. First, we examine the Ethernet frame format to determine how different pre-
emption classes can be encoded without radical changes to the standard speci cations.
We then examine the frame transmission and reception processes to understand how ad-
ditional frame preemption classes would t into the existing de nitions. Special care was
taken to avoid deadlock situations or transmission errors. We explain the changes re-
quired to achieve this goal and provide implementation recommendations to ensure frame
integrity and interoperability. In this context, we also compare the hardware implementa-
tion costs of the multi-level preemption scheme with the time-triggered (TAS) and credit-
based shaper (CBS) approaches. Here, the results show that the implementation cost of
frame preemption, while signi cantly higher than that of CBS, is very much lower than
that of the prevailing TAS. In particular, the results show signi cantly lower resource con-
sumption for up to four preemption levels compared to TAS. Note that in this comparison
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we do not consider the additional overheads of the time synchronization software required
by TAS. The above contributions are presented in the following publications:

* M. A. Ojewale, P. Meumeu Yomsi and B. Nikdj Multi-Level Preemption in TSN:
Feasibility and Requirements Analysi€EE 23rd International Symposium on
Real-Time Distributed Computing (ISORC), 2020, pp. 47h5fs://doi.org/10
.1109/ISORC49007.2020.00017

* A. Pruski, M. A. Ojewale, V. Gavrilut, P. Meumeu Yomsi, M. S. Berger and L.
Almeida, Implementation Cost Comparison of TSN Traf ¢ Control Mechanjsms
26th IEEE International Conference on Emerging Technologies and Factory Au-
tomation (ETFA), 2021, pp. 01-08ftps://doi.org/10.1109/ETFA45728.2021.961
3463

1.5.2 Model and analysis

This contribution answers RQIt provides formal worst-case upper bounds on the delays
experienced by each frame under the multi-level preemption scheme, using the so-called
Compositional Performance AnalygiSPA) approach. For this purpose, four delay com-
ponents are identi ed and summed, namely (1) the delay due to the transmission of a
lower priority frame; (2) the delay due to the transmission of frames of the same prior-
ity; (3) the delay due to the transmission of higher priority frames; and nally (4) the
delay due to the preemption overhead. Formal proofs are presented to establish numer-
ical upper bounds for each of these components. We evaluate the safety of these upper
bounds by comparing the numbers obtained with those from extensive simulations us-
ing NeSTINg Falk et al, 2019, a simulation model for TSN built on the OMNeT++
framework OMNET++). We also evaluate the performance improvements over the 1-
level preemption scheme using a realistic automotive use case. Our results show that the
multi-level preemption scheme provides up ta®36 improvement in terms of worst-

case traversal time (WCTT) reduction for preemptable time-critical frames. The above
contributions are presented in the following publications:

* M. A. Ojewale, P. Meumeu Yomsi, G. Nelisse@®n Multi-level Preemption in
Ethernet Work-in-Progress (WiP) Session, 30th Euromicro Conference on Real-
Time Systems (ECRTS), pp. 16-18, 2018.

* M. A. Ojewale, P. Meumeu Yomsi, B. Nikod, Worst-case traversal time analysis
of TSN with multi-level preemptipdournal of Systems Architecture (JSA), Volume
116, 2021, 102079, ISSN 1383-7621ti{ps://doi.org/10.1016/j.sysarc.2021.1020
79.
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1.5.3 Con guration and evaluation

This contribution answers RQIt addresses the synthesis problem for multi-level frame
preemption in TSN. Speci cally, given a set of ows and network topology,we present

a framework to (1) assign priorities to ows; (2) determine the appropriate level of pre-
emption to enable; and nally (3) assign ows to preemption classes. We experimentally
evaluate the performance of the proposed framework and our results show that the pro-
posed scheme outperforms Deadline Monotonic Priority Ordering, which is known to
dominate most other priority assignment schemes in the literature. Our approach ensures
that only the required number of preemption levels are enabled since each additional pre-
emption level is associated with signi cant hardware overheads that can increase switch
manufacturing costs.

We also examine RQfrom the perspective of ow routing. Indeed, among others.
Nayak et al(2018, Singh(2017, andGavrilut et al.(2017) highlighted the importance
of routing in achieving low latency, predictability, and reduced architectural cost. In this
work, we follow the same path and focus on the routing problem of TSN ows, since an
inappropriate routing strategy can increase the number of transmission operations, result-
ing in additional delays. Moreover, the blocking time of ows in the network may increase
if too many ows try to traverse the same path at the same time. We believe that a strat-
egy that minimizes the number of transmission operations and the blocking time of each
ow would help circumvent and/or mitigate these situations. Speci cally, we proposed
two routing heuristics, the algorithinoad-Balanced, Dynamic, and Replication-aware
Routing(LB-DRR) and the algorithn€ongestion Recovering, Dynamic and Replication-
aware Routing CR-DRR), to address the load-balancing and congestion issues in TSN.
We evaluated the performance of the proposed schemes compared to the Sbpular
est Path(SPA) andWeighted Equal Cost Multi-Patftwt-ECMP) routing algorithms and
found an improvement of more than 70% and 20%, respectively. These improvements are
observed in terms of the maximum load transmitted on an edge. Moreover, the proposed
heuristics show high scalability in terms of increasing the number of ows. The above
contributions are captured in the following publications:

* M. A. Ojewale, P. Meumeu Yomsi, and L. Almeid@ Con guration Framework
for Multi-level Preemption Schemes in Time Sensitive Networld@th Interna-
tional Conference on Real-Time Networks and Systems (RTNS 2022). Association
for Computing Machinery, New York, NY, USA, 219-228ttps://doi.org/10.114
5/3534879.3534891
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* M. A. Ojewale and P. Meumeu YomsRouting heuristics for load-balanced trans-
mission in TSN-based networkSIGBED Rev. 16, 4 (December 2019), 20-25.
https://doi.org/10.1145/3378408.3378411

1.6 Signi cance of the contributions

The results presented in this dissertation have signi cant implications for the eld of real-
time communication. A recent survey of communication solutions in the industry shows
that Ethernet is leading the race in several DRES domaiksgson et a).2020. In addi-

tion, studies have shown that the performance of standard Ethernet with frame preemption
Is comparable to that of the widely studied Time Aware Shaper (TAS), which is more com-
plex and expensive to implemeriti{iele and Ernst2016a Lo Bello and Steiner2019
Gogolev and Baue020. Frame preemption is not only easier to implement and con-
gure, but also allows more ef cient use of network bandwidth, requires fewer hardware
resources to implement, and is more exible than TASUski et al.2021; Gogolev and
Bauer 2020. However, several studies have pointed out that the major limitation of the
current frame preemption speci cation in the standards is that it only allows one level of
preemption ICo Bello and Steiner2019 Gogolev and Baue202Q Ashjaei et al.2027).

By addressing the main limitations of TSN frame preemption speci cations, this

work promotes standard Ethernet with multi-level frame preemption as a simpler
and cheaper alternative communication solution that could lead to a paradigm ghift
in the development of future DRES.

1.7 Dissertation structure

The rest of this document is structured as follows.

» Chapter2 introduces background concepts necessary for a smooth understanding of
our contributions. First, real-time communication is introduced, and then an inex-
haustive but representative set of protocols developed for real-time communication
Is discussed. Then Ethernet and TSN are examined in detail. Then the TSN frame
preemption feature is discussed in detail and some of its limitations are mentioned.
Finally, some related work relevant to this thesis is presented.

» Chapter3 details the ndings on the feasibility and implementation costs of multi-
level preemption in TSN. It contains a detailed analysis of how the processes for
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transmitting and receiving frames can be modi ed to support multi-level preemp-
tion. It also includes the requirements analysis results and some recommendations
for implementation. In addition, the chapter quanti es the hardware implementa-
tion cost for multi-level preemption on an FPGA platform and compares it to the
implementation cost of other TSN traf ¢ control mechanisms.

» Chapterd discusses the framework chosen for modeling and analysis in this thesis.
This includes the network, traf ¢, and con guration models and assumptions, as
well as an explanation of the CPA framework. The chapter also covers a detailed
WCTT analysis of traf c ows under a multi-level preemption scheme using the
CPA approach and presents the con guration framework for this scheme.

» Chapter5 contains the extensive quantitative evaluations of both the WCTT analy-
sis and the con guration framework presented in the previous chapter. Using syn-
thetic and real-world use cases, we comprehensively evaluate the performance of
the multi-level preemption scheme.

» Chapter6 presents routing heuristics to improve the responsiveness and reliability
of frame transmission in TSN. In particular, two routing heuristics, referred to as
LB-DRR and CR-DRR, have been proposed to solve the congestion avoidance and
congestion recovery problems, respectively.

» Chapter7 contains a summary of the results of the thesis, the validation of the
thesis, and the relevant conclusions. Finally, this chapter discusses the limitations
of the thesis and some directions for future work.






Chapter 2
Background

In this chapter, we introduce background concepts necessary for a smooth understanding
of our contributions. In particular, we discuss the fundamentals of real-time communi-
cation, Ethernet technologies, TSN, and Frame Preemption in the context of DRES. In
this regard, the rest of the chapter is organized as follows. First, we introduce real-time
communication in SectioA.1 In Section2.2, we describe a representative, but not ex-
haustive, selection of established real-time communication protocols from the literature.
We then take a closer look at Ethernet and TSN, respectively, in Seztisnd Sec-

tion 2.4. Then, in Sectior.5, we discuss the TSN frame preemption feature as currently
speci ed in the standards and recall its main limitations discussed in the previous chap-
ter. Finally, in Sectior?.6, we present a number of related works that are relevant to the
challenges addressed in this dissertation.

2.1 Real-time communication

The proper operation of DRES depends not only on the timely execution of computational
tasks, but also on the timely communication between the embedded devices that make up
the systemNlalcolm and Zhap1992 For traditional communication network applica-
tions such as electronic mail, le transfer, and remote desktop connections, the typical
performance metrics of interest are: throughput, delay, and average messages/packets
delivered Aras et al, 1994). For these types of applications, it is usually desirable to
achieve low latency. Much of the complexity of network protocols arises from the need
for lossless communication, and there are no speci c timing constraints on messages. In
contrast, DRES consists of multiple embedded real-time devices that must communicate
within precise timing constraints. The distinguishing feature of real-time communication

is that the value of the communication also depends on the time at which the messages

17
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are successfully delivered to the receivArgs et al, 1994 Cottet et al. 2004). Here,

each message is assigned a so-caleadline—the latest desired delivery time—and the
value of the message is greatly diminished if it is delivered after its deadline. In some
real-time applications, messages are even considered "perishable” and unusable if they
are not delivered on time. In these applications, missing a deadline could lead to serious
and/or catastrophic consequences, such as loss of life, injury to people, and/or nancial
loss. Figure2.1lillustrates a real-world use case with real-time communication, where an
autonomous vehicle (the black car) crosses an intersection and detects an obstacle (the
gray car in the red rectangle).

Figure 2.1: Obstacle detection in an autonomous vehicle. Source: Zendrive

In this gure, the autonomous vehicle's detection sensor must not only correctly in-
form the braking system that an obstacle has been detected, but it must also transmit this
information quickly enough for the braking system to make a decision in time to avoid
a collision. If this information reaches the braking system only after a collision has oc-
curred, itis useless. Therefore, real-time communication must be reliable and predictable,
I.e., it must be ensured that the time required to relay the message does not exceed a pre-
de ned value that is less than or equal to the deadline. Other use cases include the Global
Positioning System (GPS), multimedia systems, and surveillance systems, to name just a
few examples.

[ In the dissertation, we focus on real-time communication in the context of DR%S.
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2.2 Real-time communication protocols

Historically, real-time communication was implemented using point-to-point (P2P) con-
nections between components (nodes) that need to communicate with eactbethsr (

et al, 2007). However, the number of connections (wires) required for a fully connected
network increases very rapidly. In fact, the number of wires required for a fully connected
P2P network witm nodes |s& — that is, this number grows polynomially with the
number of nodes. A fully connected network with only 5 nodes requires Erpge— 10

wires, as shown in Figur2.2.

Figure 2.2: lllustration of a fully connected P2P network with 5 nodes.

With the ever-increasing number of interacting nodes in DRES, managing the num-
ber of wires becomes very dif cult. To illustrate this assertion, suf ce it to mention that
an autonomous car today consists of over 100 Electronic Control Units (ECUs). This
would mean at least 4950 wires to achieve a fully connected underlying network. To
get around this hurdle, the so-called “bus” communication system was introdGoed (
tavson 1984). Unlike P2P communication networks, this is a shared communication path
between multiple nodes. Here, a node must rst be granted exclusive access to the shared
communication path before it can send data. Once this access has been granted, the node
can communicate. In one of the rst access methods, namely master-slave, the send-
ing node (called the “master”) writes its message to the bus, and this is accessible to all
other nodes (called the “slaves”). The message contains an identi er, the addresses of
the sender and receiver nodes, the data to be transmitted, and whether the communication
event is aread or awrite (Gustavson1984). The term “read” means that the master re-
quests some information from the receiving node(s), while the term “write” means that
the master shares some updates with the receiving node(s). After the message is received
by the slaves, only the node(s) with the matching address(es) will process the message
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and perform the required actions. The other nodes will ignore and discard it. Access
to the shared communication path is controlled by the so-called Medium Access Control
(MAC) protocol, which ensures that only one node can access the bus at a time. Note that
this MAC varies from one bus implementation to another. FiguB8shows an example
where the previous P2P network in Fig@€is converted to a bus-based network.

=

Figure 2.3: Bus communication with 5 nodes

In the remainder of this section, we brie y describe some of the most prominent shared
medium real-time protocols in the literature.

2.2.1 Fibre Distributed Data Interface (FDDI)

FDDI is a shared network with a ring topologgdttet et al. 2004 in which the access
control is performed using a so-called “token”. The token is passed from one node to the
next, in the order in which it is located in the physical ring network. A node can only
transmit if it has the token. Conversely, if a node has nothing to transmit, it forwards the
token immediately to the next node. However, to avoid the starvation of other nodes that
would result from a node holding the token for an unbounded period of time, a parameter
called Target Token Rotation Time (TTRT) is used. The TTRT speci es approximately
the maximum time the token may take to traverse the entire ring. When a node receives
the token, it measures the time the token took to circulate through the whole ring (called
the Real Token Rotation Time) and subtracts this from the TTRT. This difference is called
the Token Holding Time. If it is positive, the node is allowed to transmit during this time.

If it is zero or negative the node must forward the token immediately. Consequently,
the maximum time a node can hold the token and transmit is bounded, making token-
based communication predictable. Figdré shows a simpli ed architecture of an FDDI
network with 5 nodes.
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Figure 2.4: Simpli ed architecture of an FDDI network with 5 nodes.

The token-buss a variant of FDDI in which the shared medium is a bus instead of
a ring. Here, the logical successor of a node is not necessarily the same as its physical
successor, which gives the MAC protocol additional exibility.

2.2.2 Controller Area Network (CAN)

CAN is also a bus-based communication technology and is often referred to as a “CAN
bus”. Its shared medium consists of a twisted pair of wires (“CAN high” and “CAN low”)

to which all nodes are connected in parallel. The extremities of the CAN bus must be con-
nected to terminating resistors of M@nominal) to reduce signal re ection&{chards

2002. Data transmission on a CAN bus is accomplished by a differential voltage signal
between the CAN high and CAN low wires. When a device transmits logical 1, it applies
a higher voltage to the CAN high wire and a lower voltage to the CAN low wire. Con-
versely, when a logical 0 is transmitted, it applies a lower voltage to the CAN high wire
and a higher voltage to the CAN low wire. This creates a differential voltage between the
two wires that is used to transmit the data. Other devices in the CAN network listen for
this voltage difference and can decode the transmitted message. The transmission in dif-
ferential voltage mode increases the resilience to electromagnetic interference.Z%gure
shows a simpli ed architecture of a CAN network with 5 nodes.

CAN uses a bit modulation called Non-Return-to-Zero that corresponds to keeping the
voltage levels xed during the whole bit time. The bus drivers of each node implement
a so-called wire-AND function that grants the property of dominance. The logical O is
called dominant while the logical 1 is called recessive. A single node transmitting a O
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forces the bus level to 0. Conversely, the bus level will be at 1 only when all nodes are
transmitting 1 Richards 2002

E ,]PZ

T NPT 4 1

Figure 2.5: Simpli ed architecture of a CAN network with 5 nodes.

Nodes access the CAN bus randomly and event-driven. If two nodes attempt to occupy
the bus simultaneously, access is granted by non-destructive, bitwise arbitration, i.e., the
node that wins the arbitration simply proceeds with the message without the message
being destroyed or corrupted by another node. The identi er of a message (ID) is also its
priority, and the lower the binary identi er of a message, the higher its priority. A node
that wins the arbitration puts its data (called a “signal”) on the bus, and all other nodes in
the network have access to it. However, only the receiving node(s) receive(s) this message
from the bus, while all other nodes simply ignore it. This proto&xtydlowskj 1992
was introduced byRobert Bosch Gmblih the early 1990s and was primarily intended for
the automotive sector to meet speed and bandwidth requirements.

Regarding the advantages and disadvantages of this protocol, it should be noted that
CAN is very well-suited for applications with a large number of short messages. In ad-
dition, it is particularly well-suited when data is needed from more than one location due
to the broadcast nature of the communication. However, it also has some serious limita-
tions. First, the length of the CAN bus is limited. The maximum bus length at a bit rate
of 10 kbit/s is 1 km, and the maximum length at 1 Mbit/s is 40 m.

The data rate during the arbitration phase cannot exceed 1 Mbit/s, even in hore
recent versions that allow higher speeds during the transmission of the paylogd of
the message (e.g., CAN-FD). Due to its broadcast nature, the CAN protocol does
not ef ciently utilize the communication medium. Furthermore, there is no robyst

ow control mechanism other than priority arbitration.
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2.2.3 Local Interconnect Network (LIN)

At the turn of the millennium, the LIN protocol emerged as a complementary technology
to CAN (Specks and Rajnal2000, providing low-cost, low-speed connectivity for in-
vehicle networks. LIN is a serial, broadcast, one-wire (as opposed to CAN's two-wire)
interface and is typically implemented as a sub-bus of a CAN network. It allows auto-
motive manufacturers to reduce costs by moving slow, non-safety-critical functions from
a two-wire bus CAN to a single-wire. LIN is a master-slave network in which a master
coordinates communication between up to 16 slave devices on the network.

2.2.4 FlexRay

FlexRay (“Flexible Ray”) is another bus-based communication protocol that also comple-
ments CAN in automotive network®¢p et al. 200§ by providing higher speed (up to

10 Mbps) and more reliable communication on the sub-bus of a CAN network. FlexRay's
higher speed means that its maximum bus length is signi cantly less than that of CAN.
FlexRay is also signi cantly more expensive than CAN. It supports timed communica-
tion by performing cycle-based transmission. Speci cally, each cycle is divided into two
parts: the static segment and the dynamic segment. The static segment is divided into
slices for individual communication types and provides stronger determinism than CAN,
while the dynamic segment provides event-driven behavior.

2.2.5 Ethernet

The Ethernet communication protocol was developed by Robert Metcatierax PARC
between 1973 and 1974&l(och 1981). The name is based on the word “ether” — an
archaic word coined in the nineteenth century to describe the invisible medium through
which light supposedly traveldH{uang et al. 1998. Ethernet provides P2P communi-
cation via a simple passive medium (coaxial, twisted pair, or ber optic cable) in which
nodes communicate by sending messages to each other in the form of data packets. Each
node is assigned a unique address and link-level communication is established using the
addresses of the sender (source) and the receiver (destination). The receiver accepts only
the packets addressed to it and ignores the rest. In 1980, the speed of Ethernet was already
10 Mbit/s Shoch 1981). Similar to bus-based technologies, Ethernet was originally de-
signed to use a common P2P medium for communication, creating a single collision do-
main. To avoid collisions, a fully distributed link access mechanism cé&lkdier Sense
Multiple Access with Collision Detectigf€SMA/CD) is used $hoch 1981). Speci -

cally, a node can transmit its message only when the shared medium is not busy. Since
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all nodes are waiting for the medium to become free, it is possible for two or more nodes
to detect the idle state at the same time and start transmitting. This eventually leads to a
collision. In this case, the affected transmissions are aborted and the nodes wait a random
amount of time before attempting to retransmit the messages. This process is repeated
until the message is successfully transmitted, i.e., without collision.

The collision and retransmission of messages lead to low ef ciency in bandwidth
usage of Ethernet.

2.3 Ethernet for real-time communication

Although Ethernet predates CAN by nearly two decades and offers much more speed
and bandwidth, many did not consider Ethernet as a solution for DRES until much later.
This is because the older Ethernet standards were originally intended for non-real-time
applications and have several limitations that make it challenging to use in DR&SS (

rallah et al, 20193. As discussed in Sectioh.1, one of these limitations is that it is
unpredictable, i.e., there is no guarantee that data will be delivered within a prede ned
time period. Another limitation is its susceptibility to network congestion. Ethernet uses

a shared medium for communication, which means that multiple devices can transmit
data over the same network at the same time, which can cause collisions and delays that
degrade network performance and make it dif cult to transmit data in real-time.

Over the years, several changes have been made to these standards to address these
shortcomings. For example, the IEEE 802.1p Task Group speci ed the so-Cdéled of
Service (CoShnechanism to speed up the transmission of some frala&g(2014). In
particular, this mechanism introduced the notiorpabrity for Ethernet frames, where
the CoS of a frame indicates its priority. With this mechanism, priorities can be assigned
to FIFO queues and frames are stored in these queues based on their CoS classes. Eight
CoS classedEEE, 2014 are de ned, and frames are transmitted according to their CoS
- the frames with the highest CoS rst. Frames with the same CoS are stored in the same
output queues and transmitted on a FIFO basis.

In the following sections, we introduce prominent protocols/features that have Jeen
introduced in the literature to mitigate the limitations of Ethernet for real-time com-
munication.
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2.3.1 Switched Ethernet

The two problems, i.e., collision and retransmission of messages (also referred to as
“frames”), were the main reasons for the introduction of Ethernet switches. Unlike clas-
sical Ethernet, where the medium is shared by the nodes, Switched Ethernet gives each
node its own connection to a switch through its various ports. The switch then connects
the node to one or more other switches and nodes in the network. With Switched Ether-
net, collisions do not occur in the medium because of the dedicated connection between
each node and the switch(es). However, collisions can still occur on a destination port if
it receives frames from more than one port at a time. In a switch, each port has its own
individual collision domain and resolves them individually. FigAréshows a simpli ed
architecture of a Switched Ethernet network with 5 nodes.

Figure 2.6: A simpli ed architecture of a switched Ethernet network with 5 nodes.

Each switch signi cantly mitigates the impact of the CSMA/CD arbitration mecha-
nism on bandwidth utilization and makes the network less unpredictable. The internal
architecture of a basic Ethernet switch is shown in Figufewhere the number of input
and output ports are equal.

Frames enter the switch through the input ports and leave through the output ports.
The Frames are rst received in a buffer and, after complete and error-free reception, are
sent to the switch fabric for forwarding. The switch fabric uses the destination address
and the prede ned transmission rules to determine the output ports to which the received
Frames should be forwarded. The output ports are equipped with multiple FIFO queues
that store frames waiting to be forwarded. In the remainder of this dissertation, the term
“Ethernet” will be used simply to refer to Switched Ethernet unless otherwise noted.
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Figure 2.7: Illustration of the internal Architecture of a basic Ethernet Switch

2.3.2 EtherCAT

EtherCAT, or ‘Ethernet for Control Automation Technoldgys a master-slave protocol
developed by Berkhoff in 2003 and later standardized by the International Electronical
Commission IEC, 2007). The protocol was originally developed with industrial con-

trol systems in mind. In a typical EtherCAT network, there is a single master node and
multiple slave nodes. In contrast to Ethernet, where frames are sent from sender nodes
to destination nodes, EtherCAT nodes communicate via so-called “telegram” messages.
Speci cally, telegrams are generated by the master nodes and sent through the network,
passing through all slave nodes and being sent back to the master. The slave nodes read
the data addressed to them as the telegram traverses the node, and process the data “on the
y”. Note that these nodes can also insert data into the telegram as it passes through them.
EtherCAT supports data rates of up to 1 Gbit/s and can be used over both copper and ber
optic cables. It is developed and maintained byElieerCAT Technology Group (ETG)

a global organization that promotes the use of EtherCAT and other industrial Ethernet
technologies. The ETG works closely with leading industrial automation companies and
organizations to ensure that EtherCAT meets market needs and remains at the forefront of
industrial Ethernet technology.
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2.3.3 PROFINET

PROFINET, a portmanteau for Process Field Net, is a technical communication standard
based on Etherneéld 2004). It is part of the IEC 61158-2 standand/inkel, 2006 and

is widely used in manufacturing and other industrial environments. PROFINET enables
real-time communication and control of automation devices such as sensors, motors, and
controllers. It supports (1) a wide range of data rates, from 100 Mbit/s to 1 Gbit/s; and
(2) four real-time traf c classes, namelyRT class UDRRT UDP), RT classl (RT 1),

RT clas2 (RT 2), andRT class3 (RT 3). RT 3 has the highest priority, followed by RT
2,then RT 1, and nally RT UDP the lowest. In PROFINET, communication is cyclic
and each cycle is divided into communication intervals. These intervals are reserved
speci cally for each of the classes. The nodes use a clock synchronization mechanism
to ensure that the cycles are synchronized. All other traf c is blocked when a scheduled
slot occurs. The protocol also supports a non-real-time class (NRT), which has a lower
priority than the real-time classes and is transmitted largely based on standard Ethernet
speci cations.

2.3.4 AFDX

Airbus developed and trademarked what it c#lisonics Full-Duplex Switched Ethernet
(AFDX) in 2006 to improve the timing performance and reliability of standard Ethernet.
As the name implies, AFDX targets real-time communication in avionics. Here, each
node in the network is connected to a switch via a full-duplex link, meaning frames can
move in opposite directions on a physical medium simultaneously. In this way, colli-
sions can no longer occur on the physical medium, and CSMA/CD is no longer required.
Full-duplex bidirectional transmission is achieved by using twisted pairs or ber optic
cables. While transmission links are collision-free, AFDX shifts the collision problem to
the switching layer, where different frames compete for switching resources (e.g., input
buffers, output queues, access to the transmission link, etc.). This can lead to congestion
and frame loss at the switch's output ports if, at any given time, too many traf ¢ arrives
at a port than it can buffer or transmit. In addition, these congestion and frame losses
negatively impact timing performance and reliability. To mitigate this, the protocol de-
nes a virtual circuit - that is, a logical communication channel between a source node
and one or more destination nodes. Each Virtual Link (VL) is associated with a so-called
Bandwidth Allocation GapBAG), which de nes the minimum time interval between suc-
cessive frames on the VL. To enforce the BAG, AFDX de nes a so-caldper that

limits the traf c rate at the source node to ensure deterministic communication behavior.
The traf c resulting from this “shaper” became knownRate-Constrained (RGjaf c.
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2.3.5 TTEthernet

The concept oTime-Triggered Ethernetst appeared in the work oKopetz et al(2009

and TTEthernet is an industrial development that builds on this wStkirfer et al.
2009. Here, messages are divided into three traf ¢ classes: (1) Time-Triggered (TT)
traf c; (2) Rate-Constrained (RC) traf ¢ (as discussed in AFDX, see Se@i@¥); and

nally (3) Best-Effort (BE) traf c. As the name implies, the main communication mode

in TTEthernet is thdime-triggeredtransmission. Speci cally, TT traf c enjoys accel-
erated transmission and is transmitted based on a strict, pre-calculated of ine schedule.
When a time slot in the schedule is free of TT traf c, the available bandwidth is used
for other traf c classes. In addition, TTEthernet requires a common time notion among
the communicating nodes and thus network-wide clock synchronization. TTEthernet can
provide deterministic behavior and timing guarantees for TT and RC traf c. However,
the use of static of ine schedules severely limits its con guration exibility. Moreover,
scheduling TT frames is equivalent to a bin-packing problem known as NPIRaxk

etal, 2018.

The time synchronization requirement is not necessary (nor applicable) for spme
real-time systems, especially in use-cases that require dynamic behavior apd/or
unsynchronized terminals.

2.3.6 Audio Video Bridging (AVB)

In 2005 the IEEE formed thAudio Video Bridging(AVB) Task Group to develop an
Ethernet pro le for the automotive industryHEE, 20113. The Task Group was par-
ticularly interested in supporting the transmission of time-sensitive media frames over
automotive Ethernet networks. To accomplish this, AVB introduces three new stan-
dards: (1)clock synchronizatioflEEE 802.1AS IEEE, 20118); (2) bandwidth reser-
vation (IEEE 802.1QatlEEE, 2010); and (3)traf c shaping (IEEE 802.1Qav IEEE,
2010). Itde nes two Stream Reservation classes: CRasd Clas8 (where Clas#\ has

a higher priority than ClasB) and only frames with real-time requirements are assigned
to these classes. The transmission of frames is governed by the soaaliitebased
shaper(CBS) algorithm (explained in detail in Secti@¥.4.3, which guarantees fair
access for time-sensitive frames in the network and ensures that frames are delivered with
minimal delay.
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Although the AVB pro le brings signi cant performance improvements to Ethe
net, the standards can only guarantee a latency limit of 2 ms or less over 7 hops.
Some emerging automotive applications require as low as®6d.ms over several
hops (EEE, 2021).

2.3.7 Time-Sensitive Networking (TSN)

In 2012, the IEEE renamed the AVB Task Group Thme-Sensitive Networkin@ SN)

Task Group to re ect the broadened scope of its work, which is to “provide the speci-
cations that enable time-synchronized, low-latency streaming services over IEEE 802
networks.” (EEE-TSN 2012. In other words, the TSN Task Group is no longer fo-
cused only on the automotive domain but is expected to improve AVB standards and also
extend the Ethernet Virtual Local Area Network (VLAN) protocol to meet the needs of
time-sensitive applications in multiple domains.

In response, the TSN Task Group published (and is still publishing) a set of standards
to introduce features that enable Ethernet to meet the stringent timing, bandwidth, and
Quality of Service (Qo0S) requirements for time-sensitive data in emerging DRES. These
standards will be referred to hereafter as “TSN standards” or simply as “TSN”. They
deal with network transmission at the ow (also referred to as “stream”) level. Each
is de ned as an end-to-end unicast or multicast communication between two or more
nodes. One node is referred to as the sender and the other(s) as the receiver(s). By
this de nition, each ow consists of a potentially in nite collection of frames transmitted
from one node, e.gA, to another node, e.@B, separated by a minimum inter-arrival time
between frames, also callgeriod

TSN is designed to support low-latency ow transmission with high reliability and
precise synchronization. This makes it ideal for applications where real-time data
Is critical, including DRES.

2.4 TSN features in details

TSN uses a combination of several features introduced in different standards to achieve
real-time communication. In this section, we discuss these features in more detail. Re-
call that TSN standards are motivated by the shortcomings of traditional Ethernet for
real-time communication, including: (1) the lack of network-wide time synchronization;
(2) the lack of network resource reservation and enforcement mechanisms; (3) the lack
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of owr/traf c control mechanisms; and (4) the lack of appropriate ow integrity mecha-
nisms. In the following subsections, we discuss TSN standardization efforts that address
these shortcomings. For a structured approach to this discussion, we adopt a classi cation
similar to Nasrallah et al(20193.

2.4.1 Network-wide clock synchronization

The IEEE 802.1ASIEEE, 2011h standard uses a pro le of the IEEE precision time
protocol (PTP) 1588-200IEEE, 2008 called generic PTP (gPTPJ¢has Teener and
Garney 2008 to synchronize clocks in a distributed network with a master-slave archi-
tecture. Speci cally, it rst uses what is called tliBest Master Clock AlgorithifBCMA)
to select the so-called GrandMaster (GM) - i.e., the node in the network with the most ac-
curate clock. Then a hierarchical spanning tree is created to communicate this time value
across the network. In this process, each node serves as a master for all its child nodes.
After receiving a clock value, each child node calculates its current time using a peer-path
delay mechanism, i.e., an end-to-end communication delay between neighboring links
with respect to the GM

From this description, the direct conclusion is that the synchronization of the network
clock depends heavily on the availability and correctness of GM. In other words, the net-
work is not immune to the failure of GM. To mitigate this limitation, a revision of the
IEEE 802.1AS standardEEE, 20193 has been introduced to improfault tolerance
The revision supports the presence of multiple timing references in the network. This
would allow the network to switch to a different time domain if one GM fails. Another
limitation of IEEE 802.1AS is the message transmission overhead associated with time
synchronization. More centralized approaches have been proposed in the literature. How-
ever, such an approach would introduce a single point of failure into the network.

We believe that further studies are needed to nd a good compromise between
distributed and centralized approaches to leverage the strengths of both.

2.4.2 Resource reservation

The IEEE 802.1QatlEEE, 2010 de nes admission control and resource reservation
mechanisms for full-duplex switched Ethernet networks. In this standard, the so-called
“Stream Reservation Protocol (SR introduced to ensure that both latency and band-
width requirements can be met for each ow before it is admitted to the network. To this

1The GM time source is International Atomic Time (TIAY4srallah et a).20199
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end, three other protocols (all de ned in the IEEE 802.1Qat standard) are coordinated
and used, namely: (1) the Multiple MAC Registration Protocol (MMRP); (2) the Multi-
ple Stream Registration Protocol (MSRP); and nally (3) the Multiple VLAN registration
Protocol (MVRP) (EEE, 201Q 2014 Nasrallah et a).20193. As for the actual imple-
mentation of the SRP scheme, both resource requests and reservation requests of each
ow are forwarded through the MMRP, while its VLAN membership in the network is
registered with the MVRP. The MSRP performs the actual resource reservation through-
out the network by communicating with all nodes on the path of the ow in a distributed
manner. In short, the QoS requirement of each data ow is satis ed by: (1) announcing
the data ow in the network; (2) registering the data ow path; (3) calculating its worst-
case turnaround time; (4) establishing a communication domain between nodes where the
reservation is enforced; and nally (5) reserving bandwidth for the data blagrallah
et al, 20193

Since the Multiple Registration Protocol (MRP) is decentralized, the database of traf-
c information at each node grows with the number of traf c ows. As a result, the traf c
information to be exchanged between nodes becomes very large. To overcome this lim-
itation, the IEEE TSN working group has developed a new protocol caileklLocal
Reservation ProtocdLLRP) (Finn, 2019. Unlike the MRP, this approach operates in a
centralized manner. Such an approach reduces the communication overheads in resource
management, but the con guration node may become a single point of failure. Con-
sequently, this further emphasizes that the trade-off between centralized and distributed
approaches remains an open problem that requires further research efforts.

2.4.3 Flow integrity

The IEEE 802.1CBIEEE, 2017 standard de nes a mechanism for transmitting multiple
copies of a frame. This is to ensure that a frame can be delivered even if errors such as
link failures, bit ips, or congestion losses occur on one of its paths. In the speci cation
of this standard, if multiple copies of a frame arrive at a node (regardless of whether it
is an intermediate node or the destination node), only one copy is received and all others
are discarded. To achieve a high level of reliability, it is desirable that each copy of a
replicated frame traverse its own path from the sender node to the receiver node. However,
achieving this is not trivial. There are recent research efforts in this direci@wale

and Yomsj 202Q Singh 2017. Moreover, some user applications, such as “lock” — “
unlock” commands, sensor inputs, etc., require frames to be delivered in a speci ¢ order
when replicas are present. In addition to 802.1CB, the IEEE 802.1Q€&4(20169
standard allows the path of each data ow to be calculated in advance. In this process,
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calculating the best routes for each data ow is not trivial, and therefore there are research
efforts that address the selection of routing paths for TSN data ows.

Finally, the IEEE 802.1QcIlEEE, 20173 standard allows data ows to be aggre
gated, processed, ltered, and queued based on their unique identNessgllah

et al, 20193. This is very useful for security purposes, as unidenti ed ows can
be easily discarded.

2.4.4 Flow control

TSN ow control mechanisms determine how frames belonging to a particular traf c
class are handled at the output ports of TSN-enabled switches. These mechanisms in-
clude: (1) Time-Aware Shaper (TAS); (2) Credit-Based Shaper (CBS); (3) Cyclic Queue
Forwarding (CQF); (4) Asynchronous Traf ¢ Shaper (ATS); and nally the (5) Frame
Preemption (FP). We describe these mechanisms in detail below.

2.4.4.1 Time-Aware Shaper (TAS)

To ensure low delay and low jitter for time-sensitive traf ¢, the IEEE 802.1QBREE,
20169 standard de nes @amed gate control mechanisralso known as dime-Aware
Shaper (TAS)TAS prescribesndependent time windovioy opening and closing the gate
associated with each queue of a switch output port. Here, each queue has a guaran-
teed transmission slot in a cyclic and precomputed dispatch schedule GalieControl
List (GCL). A frame in a queue can only be transmitted if the gate of the queue is opened at
the time speci ed in the GCL con guration. Speci cally, TAS follows the TDMA (Time
Division Multiple Access) paradigm, which means that the transmission time is divided
into time slots or “windows”. The time-sensitive frames are transmitted in the so-called
“scheduled traf ¢ window” or “protected window” and the non-scheduled traf c is trans-
mitted in the “common slots”, i.e., slots for which no time-sensitive frame is scheduled.
Each scheduled traf ¢ window is preceded by a so-called “guard band™ to prevent un-
scheduled traf ¢ with a lower priority from blocking the transmission of scheduled traf c.
The guard band is a period of time between the gate-close operation of non-time-sensitive
gueues and the start of the scheduled traf ¢ window. The length of the guard band cor-
responds to the time required to transmit the largest possible non-time-sensitive frame in
the network. Figur@.8shows an example of frame transmission with TAS.

In this gure, we consider two ows {; and f,) for transmission. We assume thiat
is a scheduled time-sensitive ow, whereBsis not time-sensitive. The frames f are
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Figure 2.8: lllustration of frame transmission using TAS.

always transmitted in a “scheduled traf c window” and thosefpin a “common slot”.

As can be noted, the second framégtarriving at timet  7) cannot start its transmission
immediately, although it arrives in a “common slot”. The reason for this is the guard band
that protects the transmission of the second fram& dfom any disruption. We recall
that the transmission of a frame cannot begin during the guard band.

Among the drawbacks of this mechanism, it should be noted that while the guard
band ensures that the transmission of time-sensitive traf ¢ is protected from blockings,
it results in poor use of network bandwidthTo ensure fully deterministic transmission
of time-sensitive traf c, the time intervals for each ow along the path must be aligned.
This alignment can only be achieved if all nodes have the same notion of time, i.e., if
their clocks are synchronized. This synchronization mechanism was described in Sec-
tion 2.4.1 In addition, the GCLs must be provided, the synthesis of which is also a very
computationally intensive task.

The precomputed GCL is a very rigid approach that is unsuitable for dynammic
changes in the network and traf c.

2.4.4.2 Credit-Based Shaper (CBS)

To provide bounded end-to-end delays, moderate the transmission bandwidth of AVB
traf ¢ classes, and protect the entire network from burst effects, the AVB Task Group

2This is because a frame whose transmission time is greater than the guard band cannot begin its trans-
mission during this period. We note that smaller frames can still be transmitted during the guard band.
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introduces theCredit-Based Shaper (CBS)speci ed in IEEE 802.1QaviEEE, 2010.
The purpose of this transmission scheme is to guarantee each of the so-called “Stream
Reservation (SR)” classes an appropriate share of the link bandwidth, as mentioned in
Section2.3.6 Unlike Strict Priority, CBS prevents the ows of high-priority classes from
starving out those of lower-priority classes. For this purpose, a paraonetgtis de ned
for each class to regulate the frame transmission for each SR class at the output queues.
The selection for head-of-queue frame transmission of an SR class is conditioned by the
following: (1) the value of the credit for the class is at least zero; and (2) there are no
other higher priority frames available for transmissighdo et al.20183. The variation
of the credit is affected byi) the con guration parametefending Slop€ésendSlopg
which speci es the rate at which the credit is consumed; @ndne parameteldle Slope
(idleSlop@, which speci es the rate at which the credit is replenished. As de ned in
IEEE 802.1Qav IEEE, 2010, the idleSlope is a user-de ned parameter that represents
a fraction of the link speed, and the sendSlope is calculated as the difference between
the link speed and the idleSlope. The credit of an SR class is reduced bgrtti8lope
when a frame of the class is transmitted. This credit can be replenished in two scenarios:
(i) when a frame from the class is waiting to be transmitted and another interfering frame
from another class is transmitted; anij (vhen no frame from the class is in the queue.
Non-real-time ows (i.e., best-effort ows) are transmitted when there is no waiting traf ¢
from these classes or when the credits of both classes are negative. As already mentioned
in Section2.3.6 CBS can only guarantee a latency limit of 2 ms or less over 7 hops.
We recall that some emerging automotive applications require as low ass50Qms
over several hopdEEE, 2021). Figure2.9 shows an example of the CBS transmission
process.

In this gure, three ows (f1, fo, andf3) are considered for transmission. We assume
that f; and f, belong to Classes A, and B, respectively, dpds a best efforts ow. The
rst frames of f; and f, arrive shortly after the rst frame of3 start its transmission.
Then the class credits df and f, which were initialized to 0, start to increase according
to their idleSlopes. As soon as the rst franig completes its transmission, the rst
frame of f; starts its transmission and its class credit starts decreasing according to its
sendSlope. Meanwhile, the class credit fgercontinues to increase until the complete
transmission off;, when its rst frame begins transmission. During the transmission of
the rst frame of fp, the class credit fof, starts increasing again until its second frame
starts its transmission.

An extension of CBS is thburst limiting shaper(BLS) (Thiele and Ernst20160.
This shaper functions similarly to the CBS, but allows high-priority traf c to make a
limited number of excess transmissions in the event of temporary congestion (burst).
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Figure 2.9: lllustration of frame transmission using CBS.

2.4.4.3 Cyclic Queue Forwarding (CQF)

The IEEE introduced th€yclic Queue Forwarding (CQR)EEE, 20173, which orga-

nizes the reception and transmission of frames at each node by following well-de ned
cyclic time intervals. Each time slot is divided inkwenandodd intervals. All frames
received within one interval are not transmitted until the next interval. Here, any time-
sensitive frame received in an even or odd cycle is scheduled for transmission at the next
switch in the following cycle. The maximum delay for a time-sensitive frame cannot ex-
ceed two cycle times per hop. This makes the network very predictable, since the delay of
a frame depends solely on the cycle time and the number of hops. Rdurdlustrates

the frame transmission process with CQF.

In this gure, a time-sensitive framé, arrives after a best-effort framie in the odd
interval, butf, has been prioritized for transmission in the subsequent even interval. To
ensure that the CQF behaves as desired, it is important that the scheduled cycle times for
all frames are respected. This means that all transmitted frames must be received by the
downstream switch during the expected cycle.

Under CQF, careful consideration must be given to cycle times, the alignment of
cycle times between switches in the network, and timing of rst and last transmis-
sions within a cycle must be carefully considered to meet timing requirements.
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Figure 2.10: lllustration of frame transmission using CQF

2.4.4.4 Asynchronous Traf c Shaper (ATS)

In addition to the TAS, CBS, and CQF transmission schemes, TSN also introfisyes
chronous Traf ¢ ShapingATS) (Specht and Sami2016 IEEE, 20191 as a traf ¢ control
feature. ATS is intended to circumvent the need for a synchronized clock across the net-
work, as is the case with TAS. It uses a queuing and buffering approach to control the
ows. It achieves deterministic data transmission in two steps: (1) carefully queuing
incoming frames to achieve frame isolation and prevent so-cdfledd of line blocking

and (2) dequeueing frames for transmission at a controlled rate to ensure that each ow
has a fair chance of being transmitted without being discarded or delayed.

ATS is based on an event-driven model, and transmission decisions are mafe at
each node.

2.4.45 Frame Preemption

Frame preemption was de ned and introduced in the IEEE 80218t H, 20160 and
IEEE 802.1Qbu standardE=EE, 20163. These specify a 1-level preemption scheme for
Ethernet frames. We have already described the mechanism of this transmission scheme
in detail in Sectiorl.2 Here, we brie y summarize this discussion.

Brie y, two Medium Access Control (MAC) sublayer service interfaces are de ned in
the link layer: a “preemptable MAC (pMAC) interface” and an “express MAC (eMAC)
interface”. Frames assigned to the eMAC and pMAC service interfaces are referred to
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as ‘express and “preemptablé frames, respectively. Each eMAC frame has a higher
priority than any pMAC frame and can therefore preempt any of these frames to speed
up its own transmission. Finally, frames of the same preemption class cannot preempt
each other. The standard&EE, 2016ab) describe not only the preemption operations,
but also the hardware changes required at the switches to support the preemption, which

occurs at the network MAC merge sublayer between the physical and MAC layers (see
Figure2.11).
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Figure 2.11: The MAC merge sublayer managing service interfaces.

Frames on this sublayer are called MframlsHE, 20163. Before each Mframe
transmission, the sublayer checks whether the next switch/node supports preemption by
performing a veri cation operation described in the standatB&E, 20160. Preemp-
tion is not enabled in the sender node until the veri cation operation con rms that it is
supported by the receiver node. If it is, additional information describing the preemption
properties is added to the Mframe headers. The sublayer is able to interrupt an interrupt-
ible Mframe that is being transmitted and can also prevent a new Mframe from starting
transmissionlEEE, 2016H.

Among the advantages of frame preemption over the previously mentioned ow con-
trol mechanisms is that it allows more ef cient use of available bandwidth, since the
transmission of preemptable frames cannot compromise the timing requirements of ex-
press frames, and this is guaranteed without the use of a guard band.
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Frame Preemption is easy to con gure and is particularly suitable for applicatipns
where time synchronization is not required (nor applicable), especially for use-
cases that require dynamic behavior and/or unsynchronized endpoints, as is com-
mon with DRES.

2.5 Acloserlook at TSN frame preemption

In this section, we discuss the frame preemption feature in detail from four perspec-
tives: (1) the de nition of the frame format that enables the preemption operations; (2) the
preemptive transmit process as de ned in the standards; (3) the preemptive receive pro-
cess as de ned in the standards; and nally (4) the preemption overhead.

2.5.1 Frame format speci cation

It is important to preserve the Ethernet frame format when Mframes are preempted. To
this end, the IEEE 802.3br standard de nes Mframe formats in a preemption-enabled
environment (see Figuiz12.
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Figure 2.12: Frame formats as speci ed in IEEE 802.3 Standards where the numbers are
in bytes and represent the size of each eld.

As can be seen from this gure, the structure of an express frame (see Ridug
differs from that of the corresponding standard Ethernet frame (see Figlés) only
by one octet, called aStart Frame Delimitet (SFD). This octet is replaced in the frame
format by the ‘Start Mframe Delimiter-Expre$$SMD-E). In practice, however, SFD and
SMD-E have the same value. Similarly, a preemptable frame that has not been preempted
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Figure 2.13: Frame fragments formats as speci ed in IEEE 802.3br Standard where the
numbers are in bytes and represent the size of each eld.

(see Figure2.1x) differs from a standard Ethernet frame only by a single octet, here
the SFD is replaced by theStart Mframe Delimiter Start Fragmeh(SMD-Sx). Now,
assuming a frame that has been preempted, it is worth noticing that the rst fragment
remains almost the same as the original frame as shown in Figlige

There are only two differences: (1) tls&ze which is smaller (because the original
frame has been split into fragments); and (2) ¢h®r checking cod¢FCS), which is re-
placed by a newly generated Mframe error checking code (MCRC) (see Riguix. All
other fragment(s) consist of a frame header containing three compongatpréamble;
(i) a "Start Mframe Delimiter for Continuation fragment” (SMD-Cx); arid)(a so-called
“Frag Count”, which is used to monitor the correct order of incoming fragments and to
detect missing fragments (see Figaré ). All fragments are appended with the same
MCRC, except for the last fragment, which ends with the FCS of the original preempted
frame (see Figurg.13d).

2.5.2 Preemptive frame transmission

The Transmit Processinfunction is responsible for frame transmission at the MAC sub-
layer interface. The process begins with a veri cation procedure that checks whether
the receiver node supports preemption. To do this, it sends a “request frame” to the re-
ceiver node to inquire whether it supports preemption. In return, the receiver node sends a
response to con rm that it does or does not support preemption. This information is inter-
preted by the forwarding node based on the SMD value of the response frame. Transmis-
sion of a frame with preemption begins only after it is con rmed that both the sender and
receiver nodes support preemption. Figlrgé4shows the detaile@ransmit Processing

state diagram as de ned in the IEEE 802.3br Standard. All labels, functions, and variables
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are as de ned inEEE (20160. The transmit process is triggered when a frame reaches
the INIT_TX_PROC state.

2.5.2.1 On the transmission of express frames

When an express frame reaches the Transmit Processing function, i.e., at IDLE_TX _
PROC, itis identi ed as “express” and then transits to the EXPRESS_TX state, which is

responsible for non-preemptive transmission. Upon completion, the function transitions
tothe E_TX_COMPLETE state, where it either returns to the idle state (IDLE_TX_ PROC)

or resumes transmission of a pending preempted frame.

2.5.2.2 On the transmission of preemptable frames

In contrast to the express frames transmission process, when a preemptable frame reaches
the IDLE_TX_ PROC state, the Transmit Processing function rst checks whether the re-
ceiver node has preemption capabilities, and then returns to the IDLE_TX_PROC state
(see connector “C”). The function transitions to the START _PREAMBLE state if the re-
sponse is positive, which triggers the transmission in a preemptable manner. Note that the
transmission can only be interrupted if an express frame arrives and the preemptable trans-
mission has reached a feasible interrupt point. If a preemption occurs, an MCRC value
is computed for the preemptable frame fragment (TX_MCRC) and the function transits
to a waiting state (RESUME_WAIT). All pending express frames are then transmitted
(see connector “B”) and transmission of the preemptable resumes only after that. After
the transfer is complete, or if preemption did not occur during the frame transmission, the
function returns to the IDLE_TX_ PROC state. For more detailed information about each
state, see pages 48 to 52 of the IEEE 802.3br standardIE€E, 20161).

2.5.3 Preemptive frame reception

At the receiver node, a Medium Independent Interface (xMll) checks the SMD for each
frame upon arrival, and the value of the SMD indicates whether the frame is an express or
a preemptable frameéEEE, 2014). Express frames (i.e., frames containing SMD-E) are
processed by an Express Filter, while preemptable frames are processed by a “Receive
processing” construct. This speci ¢ Receive processing is responsible for ensuring that
all fragments of a preempted frame are received completely and in the correct order. For
this purpose, both the “MCRC” and the “Frag Count” values of each fragment are used.
The frame transmission of any preempted frame is guaranteed to be complete because
all fragments have the same MCRC value, but the last fragment embeds the FCS of the
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Figure 2.14: Preemptive frame transmission process as speci ed in IEEE 802.3br Stan-
dard.
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original frame. This means that the reception of a sequence of fragments belonging to a
preempted frame is complete as soon as two consecutive fragments have a different error
checking code at the receiver node. Figdré5illustrates theReceive Processingtate
diagram as de ned in the IEEE 802.3br Standard ($EEF, 20160, pg. 51). Again, all

labels, functions, and variables are de ned asliEHE, 20160 (see pgs. 45-48) and the
reception process is triggered when a frame reaches CHECK_FOR_START state.

2.5.3.1 On the reception of express frames

When an express frame reaches the Receive Processing function, i.e., at the CHECK_FO
R_START state, itis identi ed as “express” and then transits to the EXPRESS state, which
Is responsible for receiving it in a non-preemptive manner. Upon completion, the function
transits to the IDLE_RX_PROC state.

2.5.3.2 On the reception of preemptable frames

Unlike the express frame reception process, the Receive Processing function enters the
CHECK_FOR_START state when a preemptable frame reaches the REPLACE_SFD state,
in which the frame's SFD is replaced with a recomputed SMD value. After that, the
function transitions to the P_RECEIVE_DATA state, which triggers reception in a pre-
emptable manner. Note that this reception can only be interrupted if an express frame
arrives and the preemptable transmission has reached a feasible preemption point. If a
preemption occurs, reception is suspended and the function enters the P_WAIT_FOR_DV
_FALSE state where it receives the preempting express frame(s). After these frames are
fully received, the function transitions to the P_WAIT_FOR _RESUME state, where it
resumes receiving the preempted frame. Upon completion or if there was no preemption
during frame reception, the function transitions back to the IDLE_RX_ PROC.

2.5.4 Preemption overhead

The standards, in their current speci cations, do not allow preemption to add any form
of paddingto a fragment of a preempted frame. That is, the data portion of a fragment
may not be augmented to meet the minimum Ethernet frame size requirement, which is
84 bytes. To ensure this, the standards command that a preemptable frame must not be
preempted until the following two conditions are met: (1) the size of the fragment being
transmitted is at least 84 bytes; and (2) the remaining fragment resulting from the occur-
rence of a preemption operation also meets the minimum frame size. Considering these
two requirements, the longest non-preemptable Ethernet frame fragment is 143 bytes long
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Figure 2.15: Preemptive frame reception process as speci ed in IEEE 802.3 Standards.
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(seeThiele and Ernsf2016g, Lemma 1 for a detailed proof). This means that each ex-
press frame can be blocked for at most as long as it takes to transmit 143 bytes of data on
the link. This corresponds to blocking ofitims and 1144ms, assuming an Ethernet with
1Gband 100b speed, respectively. Recall that without preemption, the blockings were
12ms and 120rs, assuming a &b and 100/b speed Ethernet, respectively. Roughly
speaking, this translates to a reduction of380, when preemption is enabled. On the
other hand, the total overhead incurred by the occurrence of each preemption is 12 bytes
(i.e., 6- byte preamble, 1- byte SMD-CXx, 1- byte Frag Count; and nally 4- byte MCRC).

In addition, thelnter Frame Gap(IFG) between two consecutive transmissions must be
accounted for before the next frame/fragment is transmitted. According to the standards,
the size of each IFG is equal to the amount needed to transmit 12 bytes of data. Thus, the
total overhead associated with the occurrence of each preemption is 24 bytesl@res, O

and 19ns, assuming Ethernet speeds @land 100/b, respectively).

2.5.5 Limitations of frame preemption

As discussed in Sectioh.2, a very noticeable limitation in the standards is the lack of
con guration de nitions that guarantee optimal/ef cient performance in terms of frame
responsiveness. Eight CoS classes are de ned in the speci cation of Ethernet frames,
but it is not clear which of them should be mapped to eMAC or pMAC frames in the
TSN speci cation. It also follows from the discussion conducted in Sectidron the
1-level preemption scheme that this scheme signi cantly improves the responsiveness
of eMAC frames.Thiele and Erns{20163 has experimentally shown that the 1-level
frame preemption scheme improves the performance of express frames. However, the
performance of these frames is negatively affected when their number increa$s|0
and Steiner2019. This tendency is due to the fact that frames of the same class are
transmitted in a non-preemptive manner. As a result, frames may have stringent timing
requirements but cannot be classi ed as express to preserve performance. Indeed, real-
time traf c in embedded systems may have different timing requirements that do not
t into just one (express) preemption clagsdqgolev and Baugi2020. In order not to
jeopardize the schedulability of these frames, and subsequently the schedulability of the
whole system, these frames should not be blocked for excessively long periods of time.
The 1-level preemption operation in the current version of the standards does not allow
preemptable frames with stringent timing requirements to take advantage of the basic
bene ts of preemption.

In this dissertation, we proffer solutions to these shortcomings of the 1-level preemp-
tion scheme by exploring and promoting the implementation oii-level preemption
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scheme. With this new paradigm, all frames with stringent or rm timing requirements
will get a signi cant improvement in their performance in terms of responsiveness. This,
in turn, allows us to improve the QoS of the entire system and increase the workload
that can be accommodated in a single communication network. On the other side of
the realization of a multi-level preemption scheme, however, are a number of very dif-
cult scienti ¢ problems. First, the feasibility of a multi-level preemption viz-a-viz the
speci cation of the standards needs to be investigated. If it is found that a multi-level
preemption scheme is feasible, a framework to model, analyze, optimize, and predict the
temporal characteristics of such a scheme must be developed. Finally, the performance
gains that the scheme brings must be measured and quanti ed. Our contributions, which
we will present in the following chapters of this dissertation, address the above challenges.
Before proceeding with the presentation of these contributions, we present related work
in TSN frame preemption research in the next section.

2.6 Related Work

Several works have studied the TSN frame preemption feature from different perspectives.
In the following subsections, we have grouped the discussion of related work with respect
to the challenges that we address in this thesis.

2.6.1 Feasibility and implementation cost comparison

Kim et al. (2013 showed that preemptive switched Ethernet offers better performance
than the standard IEEE 802.1Q/p protocol in terms of end-to-end transmission delays.
This is especially true when real-time and non-real-time frames are transmitted over the
same networkThiele and Erns(20163 also showed, still by simulation, that the end-to-

end delays of express frames under preemptive Ethernet are very close to those of TAS,
suggesting standard preemptive Ethernet as a promising alternative to TAS in scenarios
where long CAM frames are not making use of the express class.

As for the hardware implementatio@hou et al (2017 presented & HSIC Hardware
Description Languag€VHDL) design layout for the transmit and receive processes, as
well as an FPGA-based hardware implementation of TSN sender and receiver nodes.
By using aField-Programmable Gate ArrafFPGA) based implementatioHotta et al.

(2015 also provided a quantitative evaluation of the performance improvement associated
with the preemption phase was also performed. The measurement results show that the
maximum latency of express frames was signi cantly reduced (frotb Z2i& to 2:.46ns
@1Gb/s). Other authors such &a et al.(2013; Simon et al.(2017 have also pointed
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out some challenges that could arise from preemption operations, such as starvation of
low priority frames and buffer over ow (when there are more fragments of preempted
frames to store than the buffer size of the switches/nodes). However, these authors have
neither highlighted nor solved the problem of multi-level preemption.

There is a plethora of research comparing TSN traf ¢ control approaches from a per-
formance perspective. In this conteXtiangamuthu et a[2015 compares the perfor-
mance of three TSN shapers, namely TAS, Burst Limiting Shaper and the Peristaltic
Shaper (PS). In their work, the comparison metrics are delay and jitter. The authors
conclude that TAS offers the best performance on both metrics. A similar workigye
et al. (20153 compares TAS with PS and comes to a similar conclusion, i.e., TAS pro-
vides better end-to-end delay performance. However, they found that the performance of
TAS deteriorates signi cantly when the end systems are not synchronized.

Another work comparing TAS and frame preemption,(ygolev and Baugi2020),
has shown through experiments that frame preemption is better for industrial networks
with unsynchronized end systems. The authors point out that a serious limitation for frame
preemption is the low Quality of Service (QoS) resolution, i.e., there are only two classes
(eMAC and pMAC) speci ed for preemption in TSN. On another front, a workNas-
rallah et al.(20190H does a performance comparison between TAS and Asynchronous
Traf ¢ Shaping (ATS). The authors conclude that ATS compares favorably with TAS for
sporadic (asynchronous) traf c. However, they nd that the performance of Scheduled
Traf ¢ degrades under ATS as the best-efforts load increases. We note that none of the
above work has compared these features from an implementation cost perspective.

However, there is not such a strong interest in comparing the performance of CBS with
other shapers. There are worksAlglerisi et al.(2013 andBello (2014 that present sim-
ulation results for AVB-ST (Scheduled Traf ¢) in industrial automation and automotive
applications, respectively. AVB-ST is a more rigorous approach than TAS, assuming that
the scheduled traf c is strictly periodic and that precise offsets are provided for the sched-
uled frames. In these works, the baseline is considered to be pure CBS and the authors
note that only by using AVB-ST is it possible to guarantee bounded delay and zero jitter
for the scheduled traf c. A similar work biyleyer et al (2013 highlights the importance
of the quality of schedule tables. For example, with a non-dense table, the delay of AVB
traf c increases but is still bounded and complies with the speci catioltisE (2016¢).

When a compact schedule table is used, the delays of AVB traf ¢ are still bounded, but
no longer conform to the speci cation.
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2.6.2 Model and analysis

Most of the work in the literature on frame preemption in Ethernet have focused on the im-
pact of preemption on end-to-end frame transmission delay. Simulations are usually used
for this purpose (see, for example et al.(2013; Kim et al. (2013; Thiele and Ernst
(20169; Zhou et al.(2017 for more details ). Most authors relying on this methodol-

ogy acknowledge the effectiveness of frame preemption in Ethernet and have concluded
that it allows system designers to drastically reduce the transmission delays of express
frames while not signi cantly degrading the performance of preemptable frames. How-
ever, it is well known in the research community that simulation is neither a compre-
hensive nor a rigorous means of evaluating the performance of a system. This is be-
cause it does not guarantee that the case that causes the worst-case scenario will occur.
Consequently, despite the extensive quantitative performance results obtained with this
technique, more sophisticated approaches are needed to provide guarantees on the end-
to-end delays of Ethernet frames. Network Calculus (NRBifhann et a).2013; Trajec-

tory Approach (TA) Martin and Minet 20069; and Compositional Performance Anal-

ysis (CPA) Henia et al. 2005 have all been used as established techniques to provide
timing guarantees for real-time Ethernet ows.

In NC, the so-calledarrival curve and service curveare used to model the arrival
of ows and the transmission bandwidth at a switch output port, respectively. To our
knowledge, there are only a handful of papers in the TSN-related literature that use this
approachZhao et al(20180 provided a worst-case latency analysis for IEEE 802.1Qbv
networks. For this purpose, they assumed that the Gate Control List (GCL) and priority
assignment con gurations are given. They validated the performance of their approach
against synthetic and real-world use cases in terms of scalability and the impact of GCL
overlap features on individual ows. In another work, the authors also performed latency
analysis for AVB traf c in TSN with NC ¢hao et al.2021). However, their analyzes are
only for non-preemptive TSN networks and leave the preemptive case unanswered.

In TA Martin and Minet(2006g examined the highest number of frames sharing the
same trajectory, as this is a potential source of delay for each of these ows. The approach
adopted proceeds “backwards”, i.e., from the receiver node to the source node. In another
context, this approach was usedBguer et al(2012 for timing analysis of AFDX with
strict priority, non-preemptive ows transmitted according to a FIFO scheduling strategy.

In the work, TA was further improved by investigating the basic idea that ows using a
common link cannot arrive at a switch at the same timet al. (2014 have proved the
result to be optimistic and corrected the aw. Nevertheless, the analysis still considers
only non-preemptive frame transmission.
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Cao et al.(2016ab) introduced a so-calledligibility interval approach for timing
analysis of Ethernet Audio Video Bridges (AVBIHEE, 20113 Networks with Credit-
Based Shapers (CBS). This approach examines the worst-case performance of a ow
when a ow has some pending payload to transmit and has a non-negative transmission
credit. This approach has been shown to be tight for AVB networks and has subsequently
been extended for timing guarantees of AVB ows in standard TSNxXim and Song
2017. Thangamuthu et al.hangamuthu et a{2015 proposed a worst-case performance
analysis for Switched Ethernet with Burst-Limiting Shaper (BLS); Peristaltic Shaper (PS);
and Time-Aware Shaper (TAS) for TSN, but concluded that only the TAS can schedule
control traf ¢ within the maximum delay imposed by the Standards.

CPA has been used extensively for the timing behavior of Ethernet dWe(e et al,
2015k 2014). It uses the so-callddvel-i busy periodpproach, activated by the so-called
critical instant, to study the worst-case response time of each real-timeHwofn{ann
et al, 2017. CPA was used for the timing behavior of Switched EtherneRax(and
Ernst 2010 and for Ethernet AVB inDiemer et al, 20123. The analysis for Switched
Ethernet was improved byhiele et al.(2014) to tighten the worst-case response time
bounds of each ow by up to 80%, then the same authors exploited the FIFO nature of
Switched Ethernet transmissionhiele et al, 20150 to reduce interference estimates in
frame transmissions and achieved a latency improvement of about 30% over the then-
current state-of-the-art in CPA. Neverthele3djiele et al. (20158 and Thiele and Ernst
(20161 proposed worst-case analysis for TSN using CPA with PS and BLS, respectively.
Both contributions focused only on shapers, leaving frame preemption concerns beyond
the scope of their work. On another frofithiele and Erns{20169 used CPA to pro-
vide worst-case guarantees for both Standard Ethernet and IEEE 802.1Qbv when frame
preemption is enabled. Lo Bello et al. also provide a schedulability analysis for IEEE
802.1Qbv networks with preemption suppdrbBello et al, 20203. In these works, the
authors only address the traditional 1-level preemption scheme as de ned in the standards.

Recently,Knezic et al.(2020 investigated the multi-level preemption from an im-
plementation standpoint. However, their work falls short of providing a formal analysis
of the worst-case performance guarantees. In this work, we |l this gap by providing a
worst-case analysis of the traversal time of TSN frames under the multi-level preemption
scheme, which to our knowledge is the rst contribution in this direction.

2.6.3 Network con guration

An appropriate priority assignment policy plays a central role in the resulting perfor-
mance of real-time systemB4vis et al, 2016§. For example, in CAN, the maximum
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reliable utilization was initially thought to be 35% because message IDs (correspond-
ing to message priorities) were assigned randomly or ad Bottl¢, 2012. Davis et al.
(2016 later showed that Audley's Optimal Priority Assignment (AOPA) algorithod-

sley (2007) can achieve reliable CAN utilization of over 80%. AOPA has become the
reference scheme for priority assignment in many real-time systems and has been shown
to be optimal when there are no priority inversio®alk and Shin2019. Davis and
Burns(2009 has introduced an improvement to AOPA — the Robust Priority Assignment
algorithm (RPA) — which, in addition to being optimal, also maximizes the number of tol-
erable transmission errors in CAN. We note that both AOPA and RPA are not applicable
to IEEE8B02.1 Qbu networks, as priority inversion may occur in these netwojksvale

et al, 2020.

For systems where priority inversions may occur, Deadline Monotonic Priority Or-
dering (DMPOQO) and Deadline minus Execution time Monotonic Priority Ordering (D-
CMPO) and the so-called “DkC” heuristic are commonly used, and it is well known that
these heuristics dominate most other priority assignment heuristics in the literature in
terms of schedulability@avis et al, 2016 Lee et al, 2027). In particular, DMPO is
the recommended priority assignment scheme in scenarios where preemption overheads
are considered and/or xed-priority scheduling with preemption thresholds. These two
conditions also apply to IEEE802.1 Qbu networks, since each preemption introduces sig-
ni cant overhead, and thresholds are set for each preemption €gasdle et al.2020).

On the other hand, DMPO is not suitable for priority assignment in preemptive TSN be-
cause it provides a fully ordered priority list for the owset, but Ethernet supports only up
to eight priority levels. Consequently, this leads to another bin packing problem, which is
known to be strongly NP-Complete.

In TSN, most of the work in the literature has focused on the con guration syn-
thesis of time-triggered Ethernet networks, where ows are transmitted according to a
pre-computed schedule. In this conteRgji et al. (2014 has proposed a Satis abil-
ity Modulo Theories (SMT) approach anthmas-Selicean et a(2012 has proposed
a heuristic for the communication synthesis of TTEtheri&ttifier et al.2009. On
another front,Serna Oliver et al(2018 and recentlyReusch et al(2020 have pro-
posed various frameworks for synthesizing the so-called Gate Control Lists for the IEEE
802.1 Qbv [EEE, 20169. For event-triggered time-sensitive Ethernet netwogscht
and Samii(2017) considered a TSN network with the Urgency Based Scheduler (UBS)
and used an SMT approach to assign hard real-time ows to queues and priority lev-
els to these queues on a per-hop basis. This work differs from ours in that it addresses
the priority assignment for UBS only and assumes a non-preemptive frame transmission
schemeGavriluf and Pof§2020 provided a method for assigning traf ¢ classes to frames
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in TSN-based mixed criticality systems. However, none of these works addressed priority
assignment and con guration synthesis of preemptive TSN networks.

Several works have applied Machine Learning (ML) techniques to various problems
in the real-time domainAe and Aibara199Q Cardeira and Mammeri994 1995 Lee
et al, 2027). Most relevant to this work is the recent worklcde et al.(2021), in which
the authors proposed a Priority Assignment Learning (PAL) framework for multi-core
real-time systems. PAL was found to be more effective than existing approaches but
suffers from severe scalability challenges as the number of tasks grows. There are other
works in the literature that have applied ML techniques to TBHNi(et al, 2019ab; Mai
and Navet2021; Navet et al,2019. Mai et al.(2019) andNavet et al(2019 employed
ML techniques to search for feasible TSN con gurations. We note that both works do
not address the priority assignment problem as part of the con guration. The authors also
presented a so-called “hybrid” approach that combines ML techniques with theoretical
performance analysis to control the false prediction rate of ML modiéds €t al, 20193.
In addition, Mai et al. recently presented a Generative Neural Network (GNN)-based
technique for predicting a feasible TSN con guratiddgi and Navet2021). But the
work stops short of de ning any priority assignment scheme.

Park et al.(2019 showed that both the priority and preemption class assignment
schemes used in a preemptive TSN network have a signi cant impact on the ability of
frames to satisfy their timing constraints. In this regard, the authors proposed a frame-
work to compute ef cient priority assignments for ows and an ef cient eMAC/pMAC
gueue boundary at each switch port. However, that work assumes a 1-level preemption
scheme, leaving open the question of an appropriate priority assignment policy, preemp-
tion levels, and ow-to-preemption-class assignment. These gaps are lled in this thesis.

2.6.4 Flow routing

Routing time-sensitive ows is non- trivialNasrallah et a.20193. Routing optimiza-

tion has been well studied in the literature and sophisticated techniques have been pro-
posed (Wang and Hou200Q Grammatikakis et g/.1998. However, contributions on

TSN routing schemes have started less than a decade ago. In this context, both the rapid
spanning tree protocol and the shortest path bridging algorithms have been widely adopted
in practice Pop et al. 201§. On the other hand, the IEEE802.1 Qca stand#fe [,

20169 speci es the Constrained Shortest Path First routing algorithm for TSN transmis-
sions, but this algorithm does not prevent congestion situations and may increase con-
tention in the network. Arif and Atia (2016 proposed a methodology to evaluate the
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routes of a TSN end-to-end connection, but load balancing was not part of their objec-
tives.

Nayak et al(2018 investigated Integer Linear Programming (ILP) based algorithms
for routing time sensitive ows in TSN networks with Time Aware Shapers. The proposed
approach in their work differs from ours in that it does not consider the problems of con-
gestion and load-balancing. Aiming at better load balancing for a TSN net8orgh
(2017 has presented a meta-heuristics based algorithm capable of routing new traf c
ows at runtime with minimal overhead. However, the proposed approach uses the short-
est path algorithm (SPA) as the initial solution and does not consider all feasible routes.
This limits the solution search spadgavrilut et al.(2017) also took the same path and
proposed heuristic methods for topology and routing synthesis. Their method attempts to
achieve optimal utilization of switches and links and ef cient routing of ows. However,
they did not consider load-balancing. This thesis lls this gap: It addresses the problem of
load balancing, disjoint routing for duplicate ows, and dynamic re-routing in congestion
situations.

Chapter Summary

In this chapter, we have given a detailed overview of real-time communication and the
evolution of communication technologies. We introduced Ethernet and explained how
various Ethernet-based technologies have been developed for real-time communications.
Then we introduced TSN, the latest set of IEEE standards that add more real-time capa-
bilities to Ethernet technologies. We then focused on a prominent TSN feature - Frame
Preemption - and described its speci cations in the standards. In particular, we exam-
ined the transmit and receive functions as they are currently de ned in the standards and
highlighted the limitations of the current speci cations. Finally, we have looked at related
research on frame preemption.

Now that all related concepts and technologies have been introduced, we |will
present the contributions of this dissertation in the following chapters.







Chapter 3
From 1-level to Multi-level Preemption

In this chapter, we critically examine the feasibility, overheads, and changes required to
enable multi-level preemption in TSN. To investigate the possibility of additional pre-
emption levels, we assume a special case where three frame classes and two preemption
levels are considered. In Secti8ril, we explore the dynamics of the 1-level preemption
scheme as de ned in the standards to assess the feasibility of enabling more than one
level of preemption and propose modi cations and implementation recommendations to
enable multi-level preemption. We do this at both the frame transmission level (see Sec-
tion 3.1.1 and the reception level (see Secti®ri.?d. We also discuss interoperability

(see Sectiod.1.3 and frame buffering (see Secti@nl.4 in the multi-level preemption
scheme. Finally, in SectioB.2, we quantify the implementation cost of multi-level pre-
emption in terms of hardware overheads and compare this cost with that of other TSN ow
control mechanisms. In particular, we discuss the hardware development and comparison
metrics (see SectiaB2.]), the comparison methodology and context (see Seétidn),

and the evaluation results (see Secfioh 3.

3.1 Feasibility of Multi-level Preemption

To achieve multi-level preemption in TSN, it is necessary that the switch nodes are able
to identify more than two classes of frames. That is, each switch node in which preemp-
tion is enabled should be able to distinguish frames that belong to a different class than
the traditional eMAC and pMAC classes. To achieve this goal, we need to extend the
de nition set of the SMD octet used to determine whether a frame is preemptable or not
at the MAC merge sublayer. In this way, it would be possible to further partition the set
of preemptable frames. In their current speci cations, the standards de ne 11 different
SMD values [EEE, 20160. These values not only allow the distinction between eMAC

53
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and pMAC frames, but also describe the veri cation frames (i.e., the frames that are sent
to determine whether the next node supports preemption). In addition, the current speci-
cation of preemption in the standards does not allow frames belonging to the same class
to preempt each othefHEE, 20160). To maintain this convention, and especially for
interoperability reasons (discussed later in this document), it is important to de ne an ad-
ditional MAC Merge sublayer interface to support each additional level of preemption, as
shown in Figure3.1
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Figure 3.1: Modi ed MAC merge sublayer with an additional preemptable service inter-
face namedime-sensitive preemptable MA(MAC). Added features are represented in
red color

In this gure, an additional preemptable service interface callet:-sensitive pre-
emptable MAC(tpMAC) is introduced between the eMAC and pMAC interfaces to han-
dle the so-calletime-sensitive preemptable framea subset of preemptable frames with
rm timing constraints. This ensures that frames of any class can be assigned to a unique
MAC merge sublayer interface. In addition, both firensmit Processingnd Receive
Processingunctions would need to be modi ed before multi-level preemption could be
enabled. We have described these two processes in detail in S2&iohherefore, in
the following sections, we will focus only on the proposed changes to support multi-level
preemption.

3.1.1 Frame transmission under a multi-level preemption scheme

For frame transmission under a multi-level preemption scheme, we need the SMD values
for the veri cation process. Recall that the current SMD values are de ned to inform the



3.1 Feasibility of Multi-level Preemption 55

sender whether or not the receiver supports frame preemption. However, in the case of
multi-level preemption, the receiver requires new SMD values that represent the number
of preemption levels that the receiver node supports. FigWeallustrates aTransmit
Processingstate diagram to support an additional preemption level that extends the basic
1-level preemption scheme presented in Figlidel

Inthis gure, all new proposed transitions and/or modules are marked with red dashed
lines. Below is a description of how they work. All labels, functions, and variables are as
de ned in the standard (see pgs. 45-48).

P On the proposed modi cations for enabling an additional level of preemption

Adding an additional level of preemption does not require any change to the transmission
process of express frames, since we are concerned with the transmission of preemptable
frames with rm timing requirements. New states must be added for such frames. In
Figure 3.2, we de ne two preemptable MAC merge sublayer interfaces, denpiexhd

p2 (corresponding to tpMAC and pMAC in Figurgl, respectively), and enforce the
following rules.

» Any p; frame can preempt anyk frame, but the converse is not true.

« Upon preemption, any, frame can continue its transmission only if all pending
express angh; frames/fragments have completed their transmission.

With this new preemption level, we must not only check if the receiver node has pre-
emption capabilities, but also check its preemption level (0, 1 or 2). When a preempt-
able frame reaches the state IDLE_TX PROC, then the funct)omafsitions to the
state START_PREAMBLE if it is g1 frame; or {i) transition to the newly de ned state
START_PREAM BLE_2ifitis ap, frame.

In this context, eaclp; frame is transmitted in a similar manner to a pMAC framle
in the present speci cation, while eagh frame is transmitted in such a way that i
can be preempted by both express gaflames. If preempted, the, frame is not
resumed and sent to completion until all pending expresgafichmes/fragments
have been completed.

3.1.2 Frame reception under a multi-level preemption scheme

Similar to transmission, adding an additional level of preemption does not require any
change to the reception process of express frames. This is because we are only concerned
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Figure 3.2: Modi ed Transmit Processing state diagram for two-level preemption. Added
features are represented in red color
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by the reception of preemptable frames with rm timing requirements. For such a frame,
new states must be added. The changes are shown in B@uw&h red dotted lines.

In this gure, we also de ne two preemptable MAC Merge Sublayer interfaces, de-
notedp; and py, and enforce the following rules.

» Any p; frame can preempt any frame, but the converse is not true.

» Upon preemption, anp, frame can resume its reception only when the reception
of all pending express angi frames/fragments is complete.

With this new preemption level, the receiver node not only con rms that it has preemption
capabilities, but also its preemption level (0, 1, or 2). When a preemptable frame reaches
the CHECK_FOR_START state, the functian ffansitions to the P_RECEIVE _DATA

state if it is ap; frame; or (i) to the newly de ned P2_RECEIVE_DATA state if it is@

frame.

7

In this context, eaclp; frame is received in a similar manner to a pMAC frame i
the present standard speci cation, while egghframe is received in such a way
that it can be preempted by both express pnftames. When a preemption occurs|,
reception of they, frame can only continue when reception of all pending express
and p; frames/fragments is complete.

=)

At this point, we have described the changes required to enable multi-level preemp-
tion. In addition to these changes, there are other important operational factois; i.e.,
teroperabilityandframe buffering that need to be reconsidered before a full roll-out of
nodes with multi-level preemption. We address these issues in the following subsections.

3.1.3 Interoperability

In practice, nodes with more than one level of preemption will coexist with other nodes
that support only one level of preemption or no preemption at all. This coexistence can
be ensured through the veri cation process in the Transmit Process function mentioned
earlier. After a forwarding node sends a veri cation request to verify that the receiving
node supports preemption, the response should include not only that information but also
the level of preemption that the node supports. Similar to the 1-level preemption scheme,
multi-level preemption is only enabled if the receiver node supports multi-level preemp-
tion.
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Figure 3.3: Modi ed Receive Processing state diagram for two-level preemption. Added
features are represented in red color
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If k-level preemption (wittk >N) is supported, the forwarding node will transmi
the frames in &-level preemptive manner.

3.1.4 Frame buffering

Multi-level preemption requires careful attention to how input buffers are used when re-
ceiving incoming frames. We recall that the reception of a sequence of fragments be-
longing to a preempted frame is completed as soon as two consecutive fragments have
a different error-checking code at the receiver node. Once this mismatch occurs, the re-
ceiver node assembles the contents of its buffer as a single frame. In the case of multi-level
preemption, the mismatch may also result from the reception of a preemptable frame of a
higher preemption class. In this case, there are two sets of preemptable frame fragments
at the receiver node's input port.

We recommend that frames of different preemption classes be received in diffdrent
input buffers. This would guarantee the integrity of each frame during preemption
operations.

3.2 Implementation cost

As part of the feasibility analysis of multi-level preemption, we quantify the hardware im-
plementation costs of the scheme and compare them to those of two other widely studied
TSN traf ¢ control mechanisms, namely TAS and CBS (see their detailed descriptions in
Sections2.4.4.1and2.4.4.). Most studies in the literature that compared these mecha-
nisms did so mainly from a performance perspect@edolev and Bauge202Q Thiele

and Ernst2016a Hellmanns et a).202Q Nasrallah et a).2019H and focused on the
worst-case delay and jitter guarantees of frames. However, a detailed discussion of how
these mechanisms compare implementation costs were still lacking. System designers
are interested in both achieving acceptable performance and reducing hardware costs by
choosing simpler and less complex solutions. As long as the performance requirements
are met, businesses will opt for the cheapest solution. Comparing implementation costs
would help system designers decide which feature(s) to use for their applications. If the
cost of implementing multi-level preemption is signi cantly lower than the other traf c
control mechanisms, this is another compelling reason to adopt it.
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When estimating switch manufacturing costs, device manufacturers use thaoerm
recurring engineering (NREpr one-time costs angcurring engineering (REpr costs
that are repeated for each device (e.g., testiRg)gki et al. 2021). In our context, NRE
costs are the most appropriate metric because they have the most to do with the hardware
components of the switch. To compare NRE costs, a survey of well-known vendors on
the development costs of the TSN features would be ideal. However, due to the sensitive
nature of this information, vendors are unwilling to disclose it. Instead, we focus on
metrics that are easier to obtain, such as the FPGA resource utilization pro le from our
collaborators aComcores ApSwhich is described in more detail in Sectigr2. 1

Our comparison is based on the assumption that more resources used means ¢ more
costly implementation.

3.2.1 Hardware development and comparison metrics

To compare the cost of a hardware implementation of TAS, CBS, and Frame Preemption,
we use resource utilization reports for hardware modules executing the ow control fea-
tures. These modules are implemented in Xilinx FPGA devices. The reports are obtained
during the digital design process (described in Sedi@nl.) and include the number of
basic hardware blocks (described in SectBop.1.9 required for the implementation of
each feature.

3.2.1.1 Digital design process

The TSN modules are implemented as Register Transfer Level (RTL) Silicon Intellectual
Property (IP) Cores. The source code of these IP cores, written in a Hardware Description
Language (HDL), is then processed by Computer-Aided Design (CAD) tBotsvn and
Vranesic 2014 to:

1. express the design with logic gatésgfc synthesis

2. map the obtained logic circuit to components speci c to a particular implementation
technology, and then place and route them on either a silicon wafer or a subtype of
Programmable Logic Devices (PLDghysical design)

One of the outputs of thehysical designs the size of the implemented module.
For Application Speci c Integrated Circuits (ASICs), the physical design maps the logic
circuitry to cell libraries, and the end result for size is simply an area on a wafer.
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In FPGASs, which are a subtype of PLDs, the devices already have a xed nunjber
of resources that the circuit is mapped to. The size is then expressed as the nymber
and type of resources used.

3.2.1.2 Xilinx FPGAs

At a high level, a basic FPGA device consists of Logic Blocks, Programmable Intercon-
nect, and 1/0O pinsBrown and Vranesic2014). In Xilinx devices, the key resources
used to implement sequential and combinational circuits are Con gurable Logic Blocks
(CLBs). These blocks contain Look-Up Tables (LUTSs) ( an n-input truth table) for com-
binatorial logic and memory elements for sequential logic (CLB registers). The CLBs
also contain dedicated carry logic for arithmetic operations (CARRY8) and Multiplex-
ers (FNMUX) to maximize resource utilization within a block. For more information on
FPGA resources as well as modern FPGA architecture, we refer the interested reader
to (Xilinx, 2017 2020. In addition to CLBs, some FPGA devices contain specialized
blocks and hard IPs (non-programmable modules that perform a speci ¢ function, such
as transceivers). These specialized blocks include:

* Block Random Access Memories (BRAM), which contain arrays of Static RAM
(SRAM) cells and sometimes FIFO logic,

« Digital Signal Processing (DSP) blocks, which are used to perform more complex
arithmetic operations,

* Clock tiles, which contain primitives for clock generation and buffering.

All of our synthesis runs were performed for the Xilinx Zynq UltraScale+ family
devicexczu9cg-ffvb1156-1-e , as this device is used in the popular ZCU10
boards.

NI

3.2.2 Comparison methodology and context

To accurately contextualize the costs added by each TSN feature, we have chosen an ab-
solute baseline to be the whotezu9cg-ffvb1156-1-e device. We note that a basic
switching system without TSN features could also be used for this purpose. However,
since the size of a switching system can vary signi cantly across different architectures
and con gurations, the entire FPGA device is a better reference point. We also com-
pare the TSN features with each other. This comparison is enabled by a weakly coupled
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and modular design. In such a design, the queuing and buffer systems are common for
TAS and CBS. Therefore, the memories and logic in them can be excluded from the
comparison. In contrast, the comparison of Frame Preemption and TSN Shaper presents
an additional challenge. The TSN MAC must have some buffer capacity at the receiver
nodes to correctly reassemble the frame fragments. The size of these buffers depends on
the maximum frame size, but we assume that it is minimal compared to the buffers in the
switch output buffers (queues). Therefore, the buffers in the TSN MAC are also excluded
from the comparison.

The results obtained have the disadvantage that they only approximate the NRE cost
by capturing the nakizeof the product. They do not capture the RE costs associated with
testing each chip. This approximation is made possible by the assumption that the larger
the device, the longer and more dif cult the development. This assumption is at odds with
the fact that the optimization phase of development aims to reduce area/resources. When
a signi cant amount of development effort is put into this phase, the resulsimaller
device. Nevertheless, it can be assumed that the degree of optimization is similar within
an organization, so we can use the resource utilization reports for our comparison.

3.2.3 Evaluation results

In this section, we describe the implementations of CBS, TAS, and ( multi-level ) pre-
emption and provide the associated resource utilization numbers are given. Speci cally,
we rst describe the implementation of CBS and TAS (see Se@i@m3.) and discuss

their resource utilization (see SectiBr2.3.9. We then describe the implementation and
resource utilization of multi-level preemption (see Sec8dh3.3. The implementations
themselves are proprietary and are therefore only presented at a high level of abstraction.

3.2.3.1 CBS & TAS Implementations

A functional block diagram of TAS and CBS is presented in Figire

In this gure, thecon guration register bank(separate for TAS and CBS) contains
all the necessary run-time con gurable registers and interface implementations so that
both TAS and CBS modules can be managed by external softwareCB8econtroller
implements the CBS algorithm and performs credit bookkeeping based on the current
con guration and transmission status provided by the queuing system. CBS provides the
transmission allowedag for each supported priority, which is then used by the queuing
system to select frames for transmission. For credit management, CBS needs information
about the curremjueue stat@andtransmission status.
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Figure 3.4: TAS and CBS block diagram

TAS provides theyate stateandgate guardcontrol signals to the queue management
system. Thegate guardcontrol signal enables the use of xed guard bands (as de ned
in Annex Q of IEEE 802.1QIEEE, 20183 and in Sectior?.4.4.]). This implementation
of the guarding feature calculates how long the gate remains open, which is necessary to
prevent transmission window overrun errors.

In addition, TAS contains a memory holding Gate Control Lists (GCL). By default,
this memory is mapped to BRAMS. However, we can accurately estimate its size in bits
based on the number of supported priorities and the number of supported entries. This
estimate is shown in Equatidhl, whereM is the memory size in bits) is the number
of supported GCL entries, it is the bit size of the time interval entry, abbys is the
number of supported prioritie®(uski et al, 2021).

M 2 n "Tlyigth Nipvs® (3.1)

Finally, TAS requires a synchronized Time of Day (ToD) to be available in the system.
This is illustrated by theod providerentity in Figure3.4. The overhead (in terms of
resource usage) of this subsystem is included in our results for TAS and labeled as Time-
Stamping Unit (TSU).

3.2.3.2 Resource utilization for TAS and CBS

For the TSN shapers, we performed synthesis runs for 1, 2, 4, and 8 supported priorities
(N_IPVs). The corresponding counts for LUTs, Registers, CARRY8, and F7 Muxes are
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shown in Figure3.5.

Figure 3.5: CBS and TAS CLBs

As can be seen, LUTSs, Registers, and CARRY8 adders scale linearly with the number
of supported priorities. This is explained by the fact that both the credit-keeping modules
in CBS and the guarding modules in TAS are instantiated per priority. When TAS and
CBS are used together, they affect each other in terms of resource utilization. However,
we did not observe any signi cant additional overhead in such a scenario.

Table3.1provides the percentage of total resources availablezuBcg-ffvb1156
-1-e used by TAS IP (in rows markeshTOT), and also the overhead of TAS over CBS
(how much more resources it uses, rows makedly. As expected, the TAS is signif-
icantly larger, with overhead being as high as 15 times larger in the case of only one
supported priority. A signi cant portion of this can be attributed to the TSU (as seen
in Figure 3.6), together with the previously explained guarding feature (not visualized).
What is worth noticing, is that the LUT utilization of TAS is around 2%. With an instance
of TAS required per egress port, it makes scaling it with port numbers especially expen-
sive. Since F7 MUXes only start being used in CBS with 8 priorities, and their utilization
numbers are very low, they are omitted from TaBl&
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Table 3.1: TAS IP resource utilization and overhead over CBS

N_IPVs Type CLB LUTs CLB Registers CARRYS8

1 %TOT 1.8% 0.8% 0.6%
ICBS 1512% 1500% 2122%
5 %TOT 1.9% 0.8% 0.6%
ICBS 1187% 1116% 1366%
4 %TOT 2% 0.9% 0.7%
/ICBS 913% 763% 863%
8 %TOT 2.4% 1% 0.8%
ICBS 663% 500% 567%

3.2.3.3 Frame Preemption implementation

Recall that our proposed implementation approach of multi-level preemption is to intro-
duce new pMAC interfaces on the MAC Merge Sublayer (MMS). However, we note that
due to resource constraints (hardware availability and IP restrictions), we could only im-
plement 1-level preemption feature on hardware and the hardware utilization results were
extrapolated based on the predicted behavior of our implementation approach.

L
Q

We project that our approach causes a doubling of resources for the 2-lev
tripling for the 3-level, and so on.

Figure 3.6: Resource utilization for TSN MAC



66 From 1-level to Multi-level Preemption

Table 3.2: Frame preemption resource utilization and overhead

Z:/‘le Type CLBLUTs CLBRegisters CARRY8 F7 Muxes
0 %TOT 0.16% 006%  0.01%  0.00%
. %TOT 0.66% 028%  0.15%  0.01%
%OH  411.21% 467.37% 2550.00%  450.00%
5 %TOT 1.15% 051%  0.29%  0.01%
%OH  723.11% 835.03% 5000.00%  800.00%

In Figure 3.6, stacked bar charts are used to visualize the resource utilization of the
major submodules of the TSN MAC. TabB2 shows the percentage of total resources
available on the target device % TOT rows. Since the increase in utilization is linear,
only the resource utilizations for levels zero, one, and two are shown. In addition, in
rows marked» OH list the implementation overhead compared to the non-preemption
MAC (row 0). The values are exclusive of supporting logic. The MMS implements more
complex preemption operations, which explains why its size is more than twice that of the
simple MAC. With three traf c classes, a 2-level preemption scheme would be preferable
to TAS if it can meet the performance requirements. However, if more traf c classes need
to be supported, the choice is not so clear.

If multi-level preemption is implemented according to our speci cations, the cost
grows linearly. It is less than TAS for up to four levels of preemption, after whi¢h
it overtakes TAS.

However, with a linear increase to eight classes, multi-level preemption would be
signi cantly more expensive than TAS. This does not take into account the additional
software required for time synchronization in TAS (TSU).
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Figure 3.7: Resource increase caused by adding preemption levels.

Chapter Summary

In this chapter, we examine the transmission and reception functions as currently de ned
in the standards, and point out necessary changes to allow for an additional level of pre-
emption. We then provide recommendations for interoperability and frame buffering. We
also compare the implementation costs of frame preemption with those of TAS and CBS,
based on FPGA resource utilization for each of the features. Based on our results, we
nd that TAS has the highest initial resource utilization among the three features, thereby
making it the most expensive to implement. This is even more true when the cost of time
synchronization is included. For Frame Preemption, the cost is signi cantly higher than
that of CBS but much lower than that of TAS. When multi-level preemption is imple-
mented according to our speci cations, the cost increases linearly. Up to four levels of
preemption, they are lower than those of TAS, after which they overtake TAS. We note
that this projection does not include the additional overhead of time synchronization soft-
ware required by TAS. CBS is the cheapest to implement, although it is not able to meet
the stringent timing requirements of emerging applications.






Chapter 4
Model, Analysis, and Con guration

Meeting timing requirements is essential for any real-time communication medium. There-
fore, formal timing analysis must be performed to provide safe temporal guarantees for
frame transmission times when a new feature/scheme is proposed. In this chapter, we
present results on the worst-case traversal time (WCTT) of frames under the assumption
of multi-level preemption. As in most, if not all, real-time and/or time-critical preemptive
systems, an appropriate priority allocation policy plays a central role in the resulting per-
formance of both 1-level and multi-level preemption schemes to avoid over-provisioning
and/or sub-optimal utilization of hardware resources. In addition, multi-level preemption
raises new con guration issues. In particular, the correct number of preemption levels to
enable, and the synthesis of the assignment of ows to preemption classes remain open
problems. In this chapter, we address these con guration challenges by providing a new
con guration framework. The remainder of the chapter is organized as follows. First, in
Sectiond.1, we introduce the system model and enforce a set of rules for network and traf-
¢ management. Then we present the WCTT analysis and the con guration framework
in Sectionst.2and 4.3, respectively.

4.1 Model

In this section, we introduce all the parameters and assumptions that we will use in this
chapter. In particular, we introduce the network, traf ¢, and con guration speci cations in
Sectiond.1.], Sectiord.1.2 and Sectiont.1.3 We assume that all timing characteristics
are non-negative integers, i.e., they are multiples of a discrete time interval (e.g., the CPU
tick).

69
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4.1.1 Network speci cation.

We assume an Ethernet backbone network for a distributed real-time embedded system.
We represent the network as a directed gr@ﬁﬁ“N ;Le, whereN is the set of all nodes
andL is the set of all physical links in the network. We assume that each link is bidi-
rectional, full-duplex, and operates at a single reference speedAgayThe tupleG is

given with the interpretation that: (Iy EP8SW, where Elgef”EPl;EPz; 1ile repre-

sents the set of all endpoints and Stir SWy;SWs;: e is the set of all switches. Each

EPR, (with g C1) has a single input/output port and can receive and send network traf c,
while SW consists only of forwarding nodes, each with a nite number of input/output
ports over which traf ¢ is routed. Each SWwith ~ C1) is equipped with a multi-level
preemption capability and decides to which output port to forward a received frame based
on its internal routing table. We also assume that each input/output port of the switch
has 8 priority queues and that each queue has ows of the appropriate priority level as-
signed to it. Finally, we assume that each S3Wpports multi-level preemption and Strict
Priority (ST) transmission.

According to the IEEE 802.1 Qbu standard, frame preemption can be implemehted
with or without the TSN shapers such as TAS and CBS. In this work, we chopse
the latter scenario (i.e., an implementation without shapers) to focus solely on gval-
uating multi-level preemption without the added complexity of other feature megh-

anisms.

4.1.2 Traf c speci cation.

def ~ def

We considerF fq; fo;: fae @ network trafc withnC1 ows. Each ow f;
“srg;dst; Ti; Di; §; B; PGe consists of a potentially in nite number of instances (a.k.a.
frames) and is characterized by: €Ly, the source endpoint; (2)st, the destination end-

point; (3) Ti, the minimum inter-arrival time between two consecutive frameg,dfe.,
assuming that the rst frame df is released atrg at time a;;; CO, thena;,, | & CTi

foralll C1, wherea, is the release time of tHe!" frame; (4)Dj, the relative deadline,
i.e.,d defam D; is the latest time at which theth frame of f; must reachdst; (5) S,

the size off; (in bytes); (6)R (with OBR, B7), the priority; and nally (7) PGthe preemp-

tion class. For simplicity, we assume that O is the highest priority and 7 is the lowest. The
speci cation in the standards suggests otherwise. However, we have chosen to keep both
the frame priority and preemption class in the same format (ascending order, starting with
0) to improve readability. For the preemption classes, we also assume that the smaller the
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value, the higher the preemption class. Flows with the same priority always belong to the
same preemption class, but the converse is not true. In other words, ows with the same
preemption class can have different priorities (see Figute

4.1.3 Flow con guration.

For a ow setF, we denote byC" def”q“;@;cg‘; :::» the set of all possible ow con-
gurations under the assumption of amlevel preemption scheme (withBdmB7). We
recall that amm-level preemption scheme implies 1 preemption classes. Each con gu-
rationQ" (with x C1) is aninteger listde ning the preemption class of each priority level.
Speci cally, C;“isdef C)TO;C)T?l;Z:Z;CQ?p 1 » Wherepis the number of distinct priorities iR
andcys (withOBs Bp 1) is the preemption class of all owk >F with priority B s.

In other words, a preemption con guration is a nondecreasing and surjective function.
Figure4.1shows an example of a ow con guratio@ for a 3-level preemption scheme

(i.e., with 4 preemption classes).
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Figure 4.1: Preemption classes; priority queues and Con guration.

In this gure, we assume that 1 to refer to the ” rst con guration” from the set of all
possible con guration€3. Flows with priorities 0 and 1 are assigned to the preemption
class 0, i.e.(;iO 0 andci1 0; ows with priority 2 are assigned to preemption class 1,
ows with priorities 3, 4 and 5 are assigned to preemption class 2; and nally, ows with
priorities 6 and 7 are assigned to preemption class 3. Thus, the resulting con guration
is G 0;0;1;2;2;2;3;3 . Note that we assume a network-wide con guration, i@,
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applies to all switches. Also, for anylevel preemption scheme, the following rules

apply.

7~

Ri;— Each ow f; can be assigned to one and only one preemption class;

Ro— To reduce priority inversion, a ow, safj, with a lower priority than another
ow, say fi, cannot be assigned to a higher preemption class than tliat of

Rs— To conserve hardware resources, at least one ow must be assigned to each

preemption class.

Rs— Any ow, say fj, can preempt any other ow, safy, only if PG @PC;j, but
ows in PCj cannot preempt ows in PC

Rs— Following the TSN standard convention, ows in the same preemption class
cannot preempt each other and are transmitted in a strict priority order;

Rs— Flows with the same priority are transmitted in a FIFO manner;

R;— Flows with the same priority always belong to the same preemption clgss,
but the converse is not true. In other words, ows with different prioritigs

can be assigned to the same preemption class.

For ease of reading, an overview of the notations used in this chapter is provided in
Table4.1
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Table 4.1: Overview of key variables

PO DX g &'
Q" qg;afle
rmXx

SPB

spie

TP

WCTT g;a/e

Arrival time of the ¢fh frame (fiq) of
ow fj

Set of best-effort preemptable ows
Maximum time to transmit any frame
of fi

Set of ows in the same preemption
class ad

Latest/earliest arrival time of”

Set of eMAC ows

Maximum number of fragments &
Set of ows with a higher priority than
or equal tof;

Higher-priority interference suffered
by fi

Set of ows with a higher priority than
fi

Set of ows with a lower priority than
fi

Lower-priority blocking suffered byf;
(including express frames)

Maximum measured end-to-end delay

Maximum/Minimum possible arrivals
of a frame off; within the periodDt

Maximum/Minimum  payload
frames off;

Blocking suffered byf; due to the
transmission of a lower-priority pre-
emptable frame/frame fragment
Preemption overhead incurred Hﬂ
Queuing delay of !

Link data transmission rate
Same-priority blocking suffered bfy
Set of all ows with the same priority
as f

Set of time-sensitive preemptable
ows

Worst-case traversal time 6f

of
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4.2 Analysis

In this section, we present results on the worst-case traversal time (WCTT) of frames un-
der the assumption of multi-level preemption. To this end, we extend the worst-case per-
formance analysis for 1-level preemption presented bile and Erns{20163, where

the authors used the Compositional Performance Analysis (CPA) framework to analyze
the delay experienced by each frame in a switched Ethernet network. We recall that CPA
is useful for analyzing large and complex systems because it allows decomposing the
performance of a system into the performance of its individual components, which al-
lows for identifying bottlenecks and optimizing the overall performance of the system.
First, we give a brief background on CPA in Secti2.1and then present the analysis

in Section4.2.2

4.2.1 A brief background on CPA

Before presenting our proposed WCTT analysis, it is important to give the reader a brief
background on the CPA approach so that they can easily understand the rest of this chap-
ter. For a complete and detailed description of the basic concepts, we refer the interested
reader to fenia et al.2005. In this framework, a component is modeled as a resaurce

that provides a service to one or more tasks. Task activations are abstracted by an event
model that de nes an upper-bound (denotedhby Dt¢) and a lower-bound (denoted by

h "Dte) on the number of activations within a half-open time interdad Dte. This
framework also de nes a distance functidn™ge (resp.d "ge), which gives an upper

(resp. lower) bound on the maximum (resp. minimum) time at which the activation in-
stancegth can occur denia et al, 2005 Hofmann et al.2017. Figure4.2illustrates the

event model of a task with a period and jitter of 50-time units. A jitter of 50 time units
(and equal to the period) means that two instances can occur simultanebusly ( O;

h "0 2)ortwo periods apart "2 100;h “100 0).

The service period of each task, sayis bounded by two parameters: from above
by C, and from below byC, . These parameters represent the longest and shortest time,
respectively, that the resource, gaytakes to service an instancetfwithout blocking
or interference. The worst-case response time (WCRT) of the taslkexamined within
what is called devel-i busy period In summary, this is a time interva$ ;m in which
only task instances belonginghegie (except the rst job generated from task>Ip~ie
with the Iongest ), executed throughouss ;m, but no jobs belonging thepie are
executed ins e;seor mm e for any arbitrary smalé AO.
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(a.) An event arrival function. (b.) An event distance function

Figure 4.2: CPA event model for a task with a period and jitter of 50 time units.

Since the WCRT of; may not occur on its rst activation, the CPA examinesall
activations oft; within the levelt busy period. To this end, it de nes ajactivation
processing time Bge, which describes how long the resources busy processingjobs
of tj. This is computed in Equatioh 1

BiAq’ QI Aq’ CI (41)

Note in Equatiord.1 that B{"ge assumes a non-preemptive scheduling scheme. Here
Q, "o is the time interval between the start of the level-i busy period and the start of
service of thegt" instance ot;. Itis calculated as in Equatich2

Q g max™C;z "q 1+ G Q C h,"Q g e 4.2)
j>lpTie k>hp'is

In Equation4.2, Ip~ie andhp’ie denote the set of tasks with a lower and higher priority
thant;, respectively. The rst term computes the maximum delay that can be caused
by the presence of a lower-priority task in the system; the second term estimates the
delay caused by processing all previapsl instances, and the third term computes all
possible delays caused by serving higher priority tasks wifiige . It is worth noting that
Equatior4.2is reminiscent of the Worst-Case Response Time estimation for the classical
single-core xed-priority tasks and is also solved using a xed-point algorithm, i.e., the
solution is computed iteratively and the algorithm stops as soon as two consecutive values
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of Q, "ge are equal or when a value exceeds the deadline. In the latter case, the set of tasks
is deemed unschedulable. Having obtaiigdge, we can derive the maximum number
of activationsg, of t; within Bi"ge using Equatior#.3.

g minqC1Bi"ge @ "q 1ee (4.3)

This equation computes the rsj instances ot; such that the completion time of
instancey; is less than the earliest arrival time of instamgg. The response time of the
g instance ot is given by the difference between the time whergaitistances of; are
processed and the arrival time of instagcéormally, this is given by Equatiof.4.

R ge Bi"ge d "0 (4.4)

Finally, the WCRTR, of t; is the maximunR. “ge over allg, activations ot; within
the busy window and is calculated by Equatibh.

R max R o (4.5)

So far, we have discussed the worst-case delay at each resource node, also referred to
aslocal analysis Speci cally, at each resource node, a rigorous computation is performed
on the maximum possible blocking/interference that a task can suffer. This means that
the potential interference between any two tasks is effectively captured when performing
local analysis at the shared resource node. However, in many cases, real-time applications
involve interacting tasks that share different resources. To evaluate the WCRT of a task in
this scenario, the CPA de nes avent propagatiomstep in addition to the local analysis
step. Here, the output of each resource along the execution path of a task serves as the
input to the next, an& “ge at the last node is the WCRT of the task.

The CPA approach has been applied to standard Ethé&pgtgnd Ernst201Q Thiele
et al, 20150, AVB (Diemer et al,20123, and TSN Thiele and Ernst2016ha). In these
works, the output ports of the switches agsourcesand ows aretasks The frames are
jobsor instancesof the tasks and the path of a ow is modeled as a chain of dependent
tasks Diemer et al.20123. Speci cally, resources render sorservice(s)transmission)
to some task activations (frames) upon the occurrence of an event (arrival of frames)
within a time window (a level-busy period). In this context, the service period of each
frame is bounded by two parameters: from aboveCbyand from below byC . These
parameters represent the longest and the shortest time for the frame to transmit in the
absence of any interference. They depend, of course, on the minimum and maximum
possible payloag ~ of the ow to which the frame belongs and on the speed of the
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output link. Equatiort.6illustrates the relationship between these parameters

42 bytes max 42bytesp ~ ¢
rmx

C -~ (4.6)

In this equationyT X represents the transmission speed on the port link and the con-
stant terms (here, 42) represent the protocol overhead and minimum frame payload re-
guirement as speci ed in the Standar¢iSEE, 20183.
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Figure 4.3: End-to-end delay components.

As shown in Figurel.3, the end-to-end delay experienced by a frame in a switch fabric
is composed of the following ve components: (1) the input delay at the switch input
port; (2) the processing delay; (3) the queuing delay at the switch output port; (4) the
propagation delay; and nally (5) the transmission del&n(, 2017). As pointed out
by Thiele and Erns(20163, all of these components are implementation-dependent and
are generally on the order of a few clock cycles, with the exception of the queueing delay,
which is captured in Equatiofh2 and whose components are shown in Figlire

In Figure4.4, frame f arrives at timeg! during the transmission of a frame of the
lower preemption class (green box). Befaﬂethe express class frame ( rst red box) and
two other frames ( rst two yellow boxes) with the same priority and preemption class as
fiq had arrived. The preemption operation commands that a minimum number of bytes
have been transmitted and a number of bytes remain for the preempted fragment to satisfy
the minimum size of a valid Ethernet frame. This brings the highest possible blocking that
a preempting frame can experience to the size of the largest non-preemptable fragment
of a preemptable frame, i.e., 143 bytes of ddtai¢le and Erns2016g and explains the
transmission process of the lower priority frame before it is preempted. After the lower
priority frame is preempted, the express frame, all pending frames of the same priority,

The minimum size of a frame is 84 bytes according to the speci cation of the Standard
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Figure 4.4: Queuing delay components.

and all newly arrived express frames are transmitted, thus foriﬂrtg be served only
afterward.

In addition to the queueing delay components captured in Equati)mpreemption
overhead is another term that should be considered. This is not the case in the general
CPA model Hofmann et al.2017. Preemption overhead is an important factor in the
TSN frame transmission scheme. The total overhead incurred by each preemption is
12 bytes (i.e., 6-byte preamble, 1-byte start frame delimiter, 1-byte frame count variable;
and nally 4-byte error check variablepjewale et al.2018. In addition, thdnter Frame
Gap (IFG) between two consecutive transmissions must be considered before the next
frame/fragment is transmitted. According to the standards, the size of each IFG is equal
to the time required to transmit 12 bytes of data. Thus, the total overhead associated with
each preemption amounts to 24 byt€bkiele and Erns(2016g have also proved that the
maximum number of preemptions that a single frame can suffer is given by Egdation

p;, 42bytes

! 60bytes

Equation4.7 provides an upper bound on the number of times an Ethernet frame can
be preempted based on the minimum valid frame size constraints de ned in the stan-
dards. In this equation, the constant terms (here 42 and 60) are the minimum payload
requirements for the rst and subsequent fragments of a preemptable frame in the stan-

4.7)
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dards (EEE, 20183. For each ow fj, its worst-case traversal time is obtained by com-
bining the Equationd.1and4.4.

We note that Equatiod.4 does not account for preemption overhead. This com-
putation is re ned to include the cost in Sectidi2.2.6 Note also that the CPA
model allows for arbitrary deadlines, i.e., there is no particular correlation betwgen
the deadline and the minimum inter-arrival time of each ow.

4.2.2 Proposed analysis

In the multi-level preemption scheme, each frame can belong to only one of the following
three categories: (1) can preempt other frames and is not preemptable, i.e., it cannot be
preempted by any other frame because it belongs to the highest preemption class (e.g.,
express traf ¢); (2) can preempt other frames and can also be preempted; and nally,
(3) cannot preempt other frames and can be preempted by any frame in the categories (1)
and (2). We refer to the categories (1), (2), and (3) as “express ows”, “preemptable
ows with rm timing requirements” (tp ows), and “best effort ows” (bp ows), respec-

tively. With this nomenclature in mind, we have all we need to discuss the components
of the end-to-end delay of a frame, si& arriving at timeaﬁ. Brie y, there are four
components, namely:

1. thelower priority blocking-i.e., the delay due to frames with a lower priority
than fi;

2. thesame-priority blocking- i.e., the delay due to frames with the same pr
ority as fi;

3. thehigher priority interference-i.e., the delay associated with frame(s) wit
a higher priority tharfj; and nally,

-

4. thepreemption overheadse., the delay due to preemption overheads.

4.2.2.1 Lower-priority blocking

In this section, we derive an upper bound on the lower-priority blocking experienced by a
frame in each ow class.

P Lower-priority blocking for “express ows”. Each express frame can experience
the maximum lower-priority blocking in two scenarios) if it is blocked by the largest
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lower-priority express frame since frames in the same preemption class are served non-
preemptively; or i) if it is blocked by the largest non-preemptable fragment of a pre-
emptable frame. Recall that any preemptable frame less than or equal to 143 bytes is
non-preemptable. Lemmiaprovides an upper bound for blocking due to scenar)o (

Lemma 1l (PBF). For any express ow ;f>E, the maximum blocking of a framé fwith
g C1) caused by a preemptable frame is given by Equati@n

¢
PBE miny, maxTE':

j> X
o 111111111111111111111111iLi1iLiLilMi111iL1111111111’11[1111111111ﬂ
a b

143bytes§ (4.8)

Proof. If all preemptable frames are shorter than b¥8es then the maximum blocking

time for any express frame is caused by the largest of these frames. This is captured by
term @). On the other hand, the longest non-preemptable fragment of any preemptable
frame is 143 bytes longThiele and Ernst2016g. This implies a maximum blocking

time of 14r3’1?>{te3 (whererT X is the link speed). This is captured by terb).(Therefore,

a tight upper bound on the blocking time caused by a preemptable frame to any express
frame fiq (with g C1) is given by the minimum between terna &nd ), and the lemma

follows. 0

From Lemmal, Theoreml provides a tight upper bound on the lower-priority block-
ing incurred by any express frame.

Theorem 1(LPBiE). For any express ow f>E, if IpE”ie represents the set of express
frames with a lower priority than that of;,fthen a tight upper bound on lower-priority
blocking for each frameiqf(with gC1) is given by Equatiod.9.

¢ £
LPBF max, max T€;7; P3 § (4.9)

E~
J >Ip=ie
11111111111].1_11_1_11?.11]%111 1111111111111111111111

Proof. Each express framf&;q can suffer lower-priority blocking due either to the trans-
mission of (1) a lower-priority express frame or (2) preemptable frame. In the rst case,
term @) captures the largest blocking time, since frames of the same preemption class
are served non-preemptively. On the other hand, if the blocking is caused by a preempt-
able frame, then Lemmhprovides an upper bound for lower-priority blocking, i.e.,ﬁDB
(term ()). Therefore, a tight upper bound on the blocking time of any express ffﬁme
(with q C1) is given by the maximum between terna and ), and the theorem fol-

lows. O]
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Note that Equationg.8 and4.9 are similar to Equations 5 and 7 iit{iele and
Ernst 20163. We explicitly address this behavior in the analysis for the sake|of
completeness.

P Lower-priority blocking for “tp ows”.  Any ow can preempt all ows in a lower
preemption class by design, but the converse is not true. A tp ow is not an exception to
this rule. This means that any tp ow fran'fé1 can be blocked at most by) ¢he largest
non-preemptable fragment of any preemptable frame in a lower preemption classor (
lower-priority frame of the same preemption clasg;asince frames of the same class are
serviced in a non-preemptable way. Lemiheomputes an upper bound on the blocking
time incurred by a tp ow frame due to frames in lower preemption classes.

Lemma 2 (PB,T P). For each ow f >T P, the maximum blocking time of each framfb f
(with gC1) caused by a frame of a lower preemption class is given by Equdtidi

¢
143bytes
PB'P  min} max w7 4.10
B j>"1p"i*PC APGe rTX XD (4.10)

a- nmmmmmmmmma.wmmmlﬂ

Proof. The proof of Lemma2 is similar to that of Lemmad.. Given a framef., if all

frames in a lower preemption class are shorter tharby4&s then the maximum blocking
incurred byfiq is caused by the largest of these frames. This is captured by &rm (
Otherwise, the longest non-preemptable fragment of any preemptable frame is 143 bytes
long (Thiele and Ernst2016g and this implies a maximum blocking time é%s
(whererT X is the link speed). This is captured by terb).( Therefore, a tight upper
bound on the blocking time caused by a preemptable frame of a preemption class lower
than fiq Is given by the minimum between terng @nd ), and the lemma follows. []

From Lemma2, Theoren® derives a tight upper bound on the lower-priority blocking
that occurs on any tp ow frame.

Theorem 2(LPBiT P). Forany tp ow ow f; >T P, the maximum lower-priority blocking
of any frame i’F (with qC1) is given by Equatiod.11

¢ £
LPB'P max! max w7 PB' P§ 4.11
! % > Ipie PG PCje B s ( )
711111111 111111 111111111

5

~ae

Proof. Each tp ow framefiOI can be blocked either due to the transmission of (1) frame
with lower priority of the same preemption class or (2) a frame with a lower preemption
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class. In the rst case, terna) captures the largest blocking time that can be caused by

a frame of the same preemption class, since these frames are served in a non-preemptive
manner by design. In the second case, when the blocking is caused by a frame of a lower
preemption class, we have already shown in Ler@rtnet this delay cannot exceed P'B

(i.e., term p)). Therefore, a safe upper bound on the blocking time suffered by any tp ow
framefiq (with g C1) is given by the maximum between terma$ &nd ), and the theorem
follows. [

P Lower-priority blocking for “bp ows”.  Since bp ows by assumption belong to
the lowest preemption class, it follows that the maximum lower-priority blocking that
a bp ow frame can experience is given by the largest lower-priority frame in the same
class. This is given by the Equatidinl2

LPBEP  max €. 7 (4.12)

i>Ip=;

Now that we have discussed in detail the computation of all lower-priority blocking
terms, we can proceed with the computation of the same-priority blocking —i.e., the delay
due to frame(s) with the same priority as the ow under analysis.

4.2.2.2 Same-priority blocking

In the following subsections, we compute upper bounds on the delay that a frame experi-
ences when frames of the same priority are transmitted.

P Same-priority blocking for “express ows”. Each express framf?q can be blocked
by all frames of the same priority that arrive before it at the time,ﬁayvithin the level
i busy period. Moreover, all previowp 1 instances of; must be transmitted beforﬁé‘
is transmitted, and therefore contribute to the same priority blocking term. Therefore, the
maximum same-priority blocking SI?Bhat express framu‘;q can experience is given by
Equation4.13

SPE"q;a’s Q h "l C; "q 1+ G (4.13)

j>spie

In Equation4.13 sp i denotes the set of all ows with the same priority aisThe rst
term computes the maximum delay due to the transmission of all frames with the same
priority that arrive beforaﬁ, while the second term computes the maximum delay fihat
incurs due to the transmission of all previays1 instances.

P Same-priority blocking for “tp ow”.  Similar to express frames, each tp ow frame
fiq can be blocked by all frames with the same priority that arrive bed&rwithin the
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leveld busy period, as well as by all previogs 1 instances of;. Moreover, since‘iq is
preemptable, there may be an additional delay even after its transmission begins. Only
during the transmission of its last fragment, which is not preemptable, is it guaranteed
not to be interrupted. In other words, the last fragmenlfomust wait until all previous
fragments of the instance have been transmitted. The size of this last fragment is equal
to the minimum valid Ethernet frame siZ€hjele and Ernst2016g. With the above, the
maximum same-priority blocking SPE that f% can suffer is given by Equatioh 14

84bytes.
rmXx

SPE P ga> Q h;"aC; "q 1 G <C

>spi

(4.14)

In Equatiord.14 the rstterm computes the maximum delay due to the transmission of all
frames with the same priority dsthat arrive befor@ﬁ, while the second term computes
the delay due to the transmission of all previausl instances off;. Finally, the third

term computes the maximum delay due to the transmission of all non- nal fragments
of fd.

P Same-priority blocking of “bp ows”. The notion of same-priority blocking for

bp ows is identical to that of tp ows in Equatiort.14 The reason for this is that

the behavior of frames within these classes is identical since they are transmitted non-
preemptively and in a FIFO manner. This means that a bp ow frzifnean be blocked

by all frames with the same priority that arrive before its arrival tbﬂwithin the levelt

busy period; all previoug 1 instances offj; and by all preceding fragments (i.e., the
non-terminal fragments) if it has been preempted. For this class, Equatidalso suf-

ces, with the T P superscript replaced P to re ect the corresponding frame class.

4.2.2.3 Higher-priority Interference

Regardless of its class, any franfiecannot start its transmission if another frame with
higher priority (Thiele et al, 2014) is present. This means that any frames of higher prior-
ity that arrive before the framg" is transmitted will always interfere with its transmission.
It follows that the higher-priority interference term for the three classes of frames is given
by Equatiord.15

HP"Dte  Q h;"Dte C; (4.15)

i>hpie
4.2.2.4 Preemption overheads

Each preemption operation has some overhead associated with it, equal to the time it takes
to transmit 24 bytes of data. This overhead is always added to the transmission time of the
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preempted frame. Since express frames are transmitted in a non-preemptive manner, they
do not incur preemption overhead. Therefore, only tp ows and bp ows incur preemption
overheads since they are preemptable. From an analytical point of view, the approach to
compute the preemption overhead terms is identical for these two preemption classes.

Roughly speaking, the maximum preemption overheads that a preemptablefframe
can incur depends only on thraximum numbeof preemption events that can occur
between its arrival time until the transmission of the rst bit of the last non-preemptable
fragment. In this sense, the maximum number of preemption events can occur in either of
the following two cases:

(1) all preemptable frames transmitted betwq%and the complete transmissionﬁf
are preempted for the maximum number of times beyond which cutting a frame into
more fragments would violate the minimum Ethernet frame size (see Egdafjon

(2) all possible arrivals of higher priority frames belonging to a higher preemption class
occur and each of them causes a preemption.

To evaluate the rst case, we consider a preemptable frzbiﬁmansmitted within
the busy period of length, sat. Then we compute the maximum number of times
that fiq and all other preemptable frames transmitted within the window of Bizsan
be preempted. We can distinguish between three different types of preemptable frames,
namely: (1) preemptable frames with a lower priority tHar{2) preemptable frames with
the same priority a$j; and nally (3) preemptable frames with a higher priority thn
We discuss each of these three cases below.

P Maximum number of preemptions incurred by a lower-priority preemptable frame.

This maximum number of preemptions occurs when a preemptable frame with lower pri-
ority, e.g. fK, which is obstructing the transmission q(f‘ gets preempted a maximum
number of times. Framé]k can either i) belong to a lower preemption class thf:fhor

(if) have the same preemption class‘igs

Case (). If fJ!‘ belongs to a lower preemption class, then it will be preempted at most
once byfiq or by another frame belonging to a higher class. By design, the preempted
frame will not resume its transmission until all pending frames of a higher preemption
class (includingfiq) have completed their transmission.

Case (). If f}‘ is in the same preemption cIassf:Fi’sthenfj" can be preempted mul-
tiple times andfiq can begin its transmission only afti=]lf has completed its transmission.
Using Equatiort.7, we derive the maximum number of preemptimﬂ%;'p incurred by
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a preemptable frame with lower priority in the same preemption clasf§ as Equa-
tion4.16

NP TP max  TF 2 (4.16)
“j®PG PG, iAje

P Maximum number of preemptions incurred by same-priority preemptable frames.
This number includes the preemptions incurred by frames with the same priofﬂyhm
arrive beforeaiq within the leveli busy period as well as the preemptions sufferedi‘ﬂ)y
up to its last non-preemptable fragment. Using Equadioh the maximum number of
preemptions\” °q; a’e is computed in Equatiod.17,

N Pgas gF 1 Q hi"geF (4.17)
j>spie
The rstterm of Equationt.17computes the maximum preemption incurred by the gst
instances of; apart from the last fragment, while the second term computes the maximum
preemption incurred by all other frames with the same priorityf; ariving beforefiq
within the busy-window.

P Maximum number of preemptions incurred by higher-priority preemptable frames.
This number includes the preemptions incurred by all frames with a higher priority than
£9 transmitted during, i.e., the transmission period 6f. It is denoted byN" " Dte
and occurs when all these frames are preempted as many times as possible, which is given
by Equatior4.18

NP PPt Q h; "Dt F, (4.18)

“j>hplie, j>Pe
Putting Equationd.16 4.17, and4.18together, the maximum number of preemptions

incurred by the preemptable frames transmitted dulding obtained from EquatioA.19

NCoiafiDte NTTPNTEP gl NP DL (4.19)

With this Equatior4.19 we have everything we need to derive an upper bound for
the maximum preemption overhead of any preemptable fré}?nas formalized in the
Theorem3 below.

Theorem 3(PqDADt;q;a19-). For any preemptable ow;>P, an upper bound on the
maximum preemption overhead incurred by fraq%(With gC1) arriving at time qi‘
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within the busy-periodX, is given by Equatiod.2Q

24bytes . - -
2AVeS inceE Q h;"Dte*; N"g;a’; Dte (4.20)
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Proof. The maximum preemption overhead is reached in one of two cases: ( Case 1) All
preemptable frames incur the maximum possible number of preemptions; or ( Case 2) All
incoming frames belonging to a higher preemption classes cause a preemption. For the
rst case, Equationt.19contained in termd) provides an upper bound. For the situation
described in Case 2, a computation of the maximum number of arrivals of frames in a
higher preemption class is captured by telbbn Therefore, the actual number of preemp-
tions cannot be greater than the minimum of these two terms. Now, since each preemption
operation generates an overhead equal to tejnit{e theorem follows. O

4.2.2.5 Worst-case queuing delay

So far, we have discussed the individual components of the worst-case queuing delay.
For each frame‘iq arriving at timea1q within the busy period, we obtain an upper bound
Qi‘q;aﬁ- for this factor by summing all these terms, as formally stated in Equéti2h

¢
TLPBE SPEgia’s HPK"Qi;ajles if f; >E;
Q agia’s LLPBTP SPE P gia’s HPL"Q gafe PCO"Qgials iffi>TP;

f}LPBiBP SPEP q;als HPI"Q g;ales PO Qi q;ales if fj >BP
(4.21)

Note that Equatiort.21 de nes an iterative xed-point process, sin@“q;aiq- ap-
pears on both sides of the equation. Therefore, a valid solution for each ﬂri%trise
obtained by starting the xed point algorithm with the base valje The algorithm stops
as soon as two consecutive valuesgyfqg;a’s are identical or the relative deadline as-
sociated with the owf; is exceeded. In the latter case, the timing requiremerit &f
violated and there is no valid solution.
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4.2.2.6 Worst-case traversal time

For each framef® arriving at timea!, it follows from the discussions in the previous
sections that its worst-case traversal tFrWCTTi“q;qqu is given by the combination of
the Equationst.1 and4.4, whereQ, “ge (in Equation4.1) andd, "ge (in Equation4.4)
are replaced b;"g;a’s andal, respectively. Formally, WCTiTg; &' is given in Equa-
tion 4.22

¢ . -
fQrgal ¢ & it >E,
WCTT g, | Q aa™ %S g iffi>TP; (4-22)
R 84bytes ,
SO0 gale ——1 d i
"Qraa ——— & iffi>BP

Finally, the worst-case traversal time for the ofywithin the level-i busy period,
denoted by WCTT, is obtained by computing the maximum of all WGTG; aiq-, where
1BqBg, andg; is the last frame offj in the level-i busy period. Formally, this is
expressed in Equatich23

: Tl -~ e
WCTT; 1@34( WCTTi q;a'*z (4.23)
This equation completes the computation of WCTdr the ow f; within a switch
node (i.e., the local analysis). Therefore, the overall traversal time for fo(ue., the
global analysis) is obtained by adding these values at all individual switch nodes along
its transmission path. Here, the level-i busy period is a time intesvah in which only
frames belonging tbe i (except for the rst frame generated by the ofy>Ip~ie with
the longest non-preemptable fragment) are transmitted througboot, but no frame
belonging tchep'ie is transmitted ins e;se or"mm e for any arbitrary smalé AO.

To perform the analysis, we considered the scenario that results in the longest lpvel-
I busy period for each owfj was considered, i.e., the scenario in which either (1) a
framef}‘ in PG @PC; with the longest non-preemptable fragment; or (2) a frame
f}‘ in PG PC; with the largest size and a lower priority th&nwas released just
beforefi; all ows in hepies release a frame at the same timefaand nally all
future frames are released as soon as legally permissible.
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4.3 Con guration

As with most, if not all, real-time and/or time-critical preemptive systems, an appropriate
priority-to- ow assignmenpolicy plays a central role in the resulting performance of both
1-level and multi-level preemption schemes to avoid over-provisioning and/or suboptimal
use of hardware resources. In this scope, the so-callddley's Optimal Priority Assign-
ment algorithm(AOPA) has become the reference in many real-time systems, provided
there are no priority inversion$ark and Shin2019 Davis et al, 2007). Here, “opti-
mality” refers to the ability of this algorithm to provide a priority-to- ow assignment that
allows all ows to meet their timing requirements when such a scheme ekiaiss et al.
(2019 noted that AOPA is not applicable in xed priority schemes with differed preemp-
tions and/or preemption thresholds, and this is the case with preemptive TSN. Therefore,
the so-calledeadline Monotonic Priority OrderingDMPO) (Davis et al, 2019 is often
used in practice and is known to dominate most other priority assignment heuristics in
terms of schedulabilityl(ee et al, 2021). Nevertheless, DMPO is also not suitable for
priority assignment in preemptive TSN, as it provides a fully ordered priority list for the
owset. Ethernet only supports up to eight priority levels. With this limitation, a fully
ordered priority list leads to another bin packing problem, which is known to be strongly
NP-Completel(odi et al, 2002. An ef cient priority assignment scheme should not only
provide the best possible priority ordering for ows but also assign multiple ows to the
same priority levels in the best possible way.

Note thatmulti-level preemption schenhbeings a whole new dimension of con gura-
tion synthesis in addition to the challenge of priority assignment. In a 1-level preemption
scheme, the con guration decisions are in fact quite simple and straightforward. They
are limited to deciding whether each ow belongs to the express class or the preemptable
class. The picture darkens considerably when multi-level preemption is adopted. In this
case, the system designer must answer two important questions:

1. How should the number of preemption levels to be activated be determined?

2. How should the mapping between ow and preemption class be made?

In response to these concerns, it is worth noting that Ethernet can support at most
a seven-level preemption schemeAs reported in Chapte3, each additional preemp-
tion level adds signi cant hardware overheads that can increase the switch manufacturing

2Ethernet has eight priority levels and thus at most eight preemption classes. Assuming that a ow
in one preemption class can preempt any other ow in another preemption class with a lower priority, it
follows that Ethernet can support at most a seven-level preemption scheme.
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cost. To ensure optimal use of hardware resources, the system designer must ensure that
only the required number of preemption levels are supported for transmitting ows over
the network. Figured.5, 4.6, and4.7 illustrate the importance of the preemption level
synthesis problem.
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Figure 4.5: Flowf, misses its deadline with a 2-level preemption scheme.

In these gures, we consider the same four owlg,(fo, f3, f4). We assume four
possible preemption classes: (1) thighest preemption clasg which frames are rep-
resented by “red boxes”; (2) threiddle-high preemption clasg which frames are rep-
resented by “yellow boxes”; (3) thmiddle-low preemption classvhere frames are rep-
resented by “black boxes”; and nally (4) tHewest preemption classvhere frames are
represented by “green boxes”. For this setting, there is no con guration under either a
non-preemptive or a 1-level preemption scheme that allows all ows to meet their timing
constraints. Assuming the multi-level preemption scheme, we analyze three con guration
scenarios.

In Figure4.5, ows are divided into three preemption classes dpdhisses its dead-
line because it is unable to preemigt— the two frames belong to the same preemption
class. In Figurel.6, the situation improves fof, and it meets its deadline, but at the cost
of an additional preemption class. In Figur&, an appropriate con guration (again with
three preemption classes) is used and all frames meet their deadlines. From these obser-
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Figure 4.6: All ows meet their deadlines with a 3-level preemption scheme.

vations, it follows that the performance of the multi-level preemption system is highly
dependent on the con guration chosen.

In this section, we advance the state of the art by addressing the above con guration
issues. Given a set of ows and a TSN network, we rst provide an of ine priority
assignment scheme for the ow set. Then, we provide an of ine framework for
determining the appropriate number of preemption levels on the one hand and the
ow- to-preemption-class assignment on the other. Taken together, the propg¢sed
scheme has two goals: (1) to ensure that all ows meet their deadlines, and (2) to
ensure that hardware resources are used ef ciently.

4.3.1 De nitions

In addition to the system model in Sectidri, we introduce the following de nitions for
any ow setF and networkG.

De nition 1 (Valid con guration). Any con guration will be stamped as “valid” if, upon
the ow-to-preemption-class assignment, it conforms to RuiefRRand Rs.

De nition 2 (Solution) Any valid con guration will be considered a “solution” if all
ows fj >F meet their deadlines.
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Figure 4.7: All ows meet their deadlines with a 2-level preemption scheme.

Rule R, from Sectiord.1.3implies thatG" (with x C1) is always sorted in ascending
order, i.e.cis Bc)" forall0Bs B* Bp 1. RuleRz implies that every integer from O to
mmust occuiat least oncen every valid con guration.

Consequently, the task of generating all valid con gurati@iiscan be mapped to
the problem of generating all ordered multisé@$Zard et al, 1989 of cardinality

priorities inF .

4.3.2 Proposed framework

In this section, we rst provide a priority assignment scheme in Seeti8r2.1 and then
a preemption class assignment scheme in Sedti®2.2

4.3.2.1 Priority assignment

In this section, we present the priority assignment scheme for TSN ows based on the
traditionalk-means clustering algorithifHastie et al.2009. This is a popular unsuper-
vised Machine Learning (ML) algorithm that is scalable and robust to noise and outliers
in the data. Brie y, the algorithm works as follows. It partitions the elements of an unla-
beled list intok distinct clusters (wittkk C1). Speci cally, k foci, called “centroids,” are
iteratively computed within the data space. Clusters are formed around the centroids by



92 Model, Analysis, and Con guration

assigning each element to the centroid closest to it. Finally, the position of each centroid
Is updated after each iteration to the midpoint of all data points assigned to it.

In the context of this work, the “elements” to be assigned are ows and thes-
ters are the priorities.

We recall that Ethernet supports eight (8) priority levelsk&8. The k-means algo-
rithm performs clustering based on some selected characteristics of the elements, called
“features”. These features capture the domain-speci ¢ knowledge about the real-world
objects/concepts that the items represent. In this framework, the features need to be de-
ned and sometimes transformed into a format that the k-means algorithm can process.
The process of de ning and preparing features for ML algorithms is called “feature en-
gineering”. In the following section, we summarize the feature engineering for our TSN
priority assignment problem.

P Feature engineering.For the priority assignment problem, ve of the seven ow pa-
rameters de ned in the system model (see Sectidn? are considered for the clustering
process since the other parameters still need to be determined (i.e., priority and preemp-
tion class). In other words, the tuplerg; dst; Ti; Dj; Seis considered for each ow; >F .

On the other handsrg anddst are used to determine the path length BLthe ow fj,

i.e., the number of links that; traverses fronsrg to dst. Therefore, the number of
features used for the clustering problem can be reduced to the RIiptd;; D;; Se

Note that these selected features are not on the same unit scale. In fact, the ow
periods and deadlines can range from a few microseconds to hundreds of thousands of
microseconds. At the other end of the table, the ow sizes can only take values between
64 bytes and 1500 bytes (i.e., the minimum and maximum valid Ethernet frame sizes,
respectively). Finally, the range &1 largely depends on the network topology. In such
a scenario, features with large values could dominate those with lower values, negatively
affecting the actual performance of the k-means algorithm. To ensure that this is not
the case, and to ensure that each feature has an impact on the learning process, a pro-
cess called “normalization” is usually performed on the selected featurdasti€ et al.

2009. In this work, this normalization process is performed for each of the features as
follows. With respect to the ow length, all values are changed to obtain features in the
interval 1;0 . For this purpose, we divide all ow lengths by the negative value of the
longest ow path. Similarly, bothl; andD; are normalized by dividing all values by the
largest values of; andD;, respectively, to obtain features in the inten@l1 . Finally,

the values of§ are normalized by the maximum frame size in the owset to obtain fea-
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tures in the intervalO;1 . The reason for normalizing the ow paths with the negative
value of the longest ow path is that ows with shorter paths have higher feature values.
This is explained in more detail in the following section. Note that with the normaliza-
tion process, ows with longer paths, smaller periods, deadlines, and sizes are assigned
smaller feature values.

P Clustering and priority assignment. Here we describe our strategy for assigning
priorities to ows by partitioning then ows in F into k clusters (with Bk B8) using the
k-means algorithm. The overall goal is to assign priorities to ows in such a way that as
many ows as possible can be scheduled, i.e., meet their deadlines. Bigsieows the
assumed owchart.

From the gure, itis clear that the process begins with the feature engineering process
described above. After this step, two important questions need to be clari ed.

Q1: How does one determine the valuekaf In other words, how do you deter-
mine the number of clusters (priorities) into which to divide the ows?

Qo: How does one determine the relative order between clusters during the prior-
ity assignment process?

About Q1. Since we do not know which value &fgives the maximum number of
schedulable ows, we initializé& to 1 and iterate through all possible value88KB38).

About Q». At each iteration, we perform k-means clustering with the normalized fea-
tures and obtain the centroid of each of thelusters. Each centroid is a vector of the
mean values of the features of the elements in the cluster. We then compute the mean
of each centroid. Recall that because of the normalization process, ows with longer
paths, smaller periods, deadlines, and sizes are assigned smaller feature values. Thus, the
smaller the nal value of the centroid of a given cluster, the longer the path and, in gen-
eral, the smaller the period; deadline, and size of each of its members. In practice, ows
with longer paths are at greater risk of not meeting their deadlines because of delays that
may occur on the links they traverse. In addition, ows with shorter periods and dead-
lines are typically given higher priorities in xed priority scheduling theory because they
are at greater risk of missing their deadlines (think about Rate Monotonic and Deadline
Monotonic policies). Finally, the sizes of non-time-critical ows are usually larger than
the time-critical ones (seko Bello et al. (20200; Ojewale et al.(202]) for examples
inspired by real-world automotive use-cases).
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Figure 4.8: Flowchart: k-means priority assignment algorithm.

Based on the above observations, we chose to assign priorities to the clustgrs in
ascending order of their centroid means. More speci calig, lower the centroid
mean, the higher the priority

In this work, we assume that all features have the same importance in the priority
assignment process. Of course, other approaches to feature engineering can be used where
speci ¢ properties of the network are exploited. For example, path length can be given a
higher weight in a network with line topology. We also note that the schedulability tests
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in the priority assignment process (see Figli® necessarily depend on the assignment
of the preemption level, which is not de ned at this point. To resolve this dependency,
schedulability is evaluated assuming a fully preemptive scheme, i.e., any ow can preempt
any other ow with a lower priority.

4.3.2.2 Preemption class assignment

P Synopsis.Our solution for preemption class assignment builds on the priority assign-
ment scheme. It starts with a non-preemptive scheme and uses a guided exhaustive search
approach described as follows. At each step, we introduce an additional preemption level
and test all possible con gurations of ow-to-preemption-class to verify that all timing
requirements are met. Our algorithm terminates once a solution is found. Otherwise,
another preemption level is added to the ow transmission scheme and a new test is per-
formed. Note that we are only interested in determining the schedulability of a ow set
and not whether there are multiple solutions for a given ow set. This process is iterated
until a valid con guration is found for a given preemption level or the maximum number
of preemption levels (i.e., 7) is exceeded. In the latter case, no valid con guration could
be found and the ow set s classi ed as “unschedulable”. In the following, we provide the
step-by-step details of our proposed solution, which consists of two algorithms, namely
(1) the ow-to-preemption-class assignmeiaind (2) thevalid con guration search

P Flow-to-preemption-class assignmentAlgorithm 1 shows the pseudocode for this
step. Two arguments are required as inputs, namely: (1) the network topGlogyd
(2) the ow setF. In the description, the notation “Pen” refers to the length of the
list Pand “y fh” refers to a list of lengtth lled up with “y”, e.g.,, 0 ¥3 0;0;0 .
The algorithm proceeds as follows.

First, the set of all unique ow priorities iifr is stored in the variable P (see lidg
Then, a systematic search through all preemption lewe(svith 1BmBP:Len 1) is
performed for a solution (see lin@40 18). At each preemption leveh, after the initial-
ization phase (see linéksto 8), a recursive function VALID_CONFIGS is called (see
line 9). This function returns the set of all valid con gurations for the preemption level
l.e. C". It then searches this set to nd a solution (see lih®go 17). If a solution is
found, Algorithml terminates with that solution (see liti8), otherwisemis incremented
and the process is repeated for the next preemption levelle. If all iterations are ex-
hausted and no solution is found, a NULL value is returned (se€lBhendicating that
the ow set is “unschedulable”. We note that for the schedulability test (seelihave
use the worst-case traversal time (WCTT) analysis presented in Séction
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Algorithm 1: ASSIGN_PREEMPTION_CLAS®,F)
Data: Network topologyG; Flow setF .

Result: A valid ow-to-preemption-class con guration.
P  Setofallunique flow prioritiesik

form OtoP:Len 1do

cn g

leftPart

rightPart m 1P:Len

for j Otomdo

| rightPartj ]

end

C" VALID_CONFIGS C"; leftPart rightPart
foreachGQ">C"do

foreach f; >F do

| PG oy

end

if SCHEDULABLE F « then

| return Q"

end

end

end

return NULL
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P Valid con guration search. Algorithm 2 presents the pseudocode. The recursive
function VALID_CONFIGS() computes the set of all valid con gurations for a preemp-
tion levelm. It takes 3 inputs: (1) an initialization of the st (which is usually an
empty set at the beginning); (2) a list leftPart (which is also usually empty at the begin-
ning); and nally (3) a rightPart, which is a con guration initialization for the preemption
level m. The notations in Algorithn2 have the same meaning as those of Algorithm

In addition, the notation ListAListB implies a concatenation operation of two lists. In
summary, VALID_CONFIGS solves the multiset generation problem described in Sec-
tion 4.3.1 Since the algorithm is recursive, the rst step is to test for the base case (see
lines2to 5). This is the case when the elements in rightPart are either all the same or alll
unique. In this case, the algorithm terminates and returns a merged (and sorted) list of
leftPart and rightPart. If the base condition is not satis ed, the recursive step (seé lines
to 20) is executed.

P Computational Complexity. We recall that the problem of nding all valid con gu-
rations (Algorithm2) has been mapped to the multiset problem, which is known to have
exponential complexityStanley(2011) has already shown that the number of multisets
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Algorithm 2: VALID_CONFIGS(C", leftPart, rightPart)
Data: Set of generated con guratior@@"; a left partition; and an initial
con guration for preemption levah

Result: Set of generated con guratiord"
rightPartSet sorted set rightParte
if rightPartLen rightPartSet_en
ORrightPartSetLen  1then

CMadd sorted leftPart rightParte

return C"
end
6 diff rightPartLen rightPartSet_en
7 diff 1
8 currentLeft rightPartSegetFirstElem
9 rightPartSetremoveFirstElem
10 for x 1todiff do
11 | tempLeft currentLeft1x
12 newLeftPart leftPart tempLeft
13 rightSize rightPartLen x
14 newRightPart list"rightPartSet
15 if rightSizeAnewRightPart_enthen

N

g b W

16 lenDiff rightSize rightPartSet_en
17 newRightPart rightPartSetgetFirstElem¥lenDiff list rightPartSet
18 end
19 C" VALID CONFIGS C"; newLe ftPart
newRightPart
20 end
21 return C"

of cardinalityk to be taken from the set ofielements is given by:

"k m 1e!
kKI'm 1e!

We recall that each element@f; 2;:::;me must occur at least once in each multiset (see
Sectiord.1). This constraint reduces the number of elements whose order must be decided
fromktok m. Substitutingkfor k mgives the total number of valid con guratioi&"S

for preemptiomm with k unique priorities in Equatiod.24

gng . K 1 (4.24)
"k me!"m  1e! '

Algorithm 1 calls function VALID _CONFIGSs until a solution is found or the maximum
number of preemption levels is exceeded. Consequently, the maximum number of valid
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con gurations to test is given by Equatiegn25

PLen 1

Q €S (4.25)
m1l

Chapter summary

In this chapter, we have provided formal and rigorous timing guarantees for each ow
under a multi-level preemption scheme using a CPA-based approach and addressed the
synthesis problem for multi-level frame preemption in TSN. Speci cally, we rst intro-
duced the system model and assumptions and provided a background on the CPA model.
Next, we identi ed the components of delay experienced by the ow and provided for-
mal upper bounds for each of these components. Finally, we presented a con guration
framework for multi-level preemption that addresses the unique con guration issues of
the scheme. In particular, for a set of ows and the network topology, we have presented
a framework for assigning priorities to the ows, determining which preemption level to
enable, and assigning ows to preemption classes. Now that we have presented the formal
timing analysis and con guration framework for determining priority assignment and a
valid con guration for a given set of ows, we can demonstrate the applicability of the
proposed framework and evaluate its performance in the next chapter.



Chapter 5
Evaluation

In the previous chapter, we proposed a WCTT analysis and con guration framework for
the multi-level preemption scheme. In this chapter, we report the results of their eval-
uations from a quantitative perspective, using synthetic and real-world use cases. In
particular, in Sectiorb.1, we evaluate the safety and tightness of the computed WCTT
upper bounds and how they evolve under a multi-level preemption scheme compared to
the non-preemptive and 1-level preemption schemes. We also evaluate the impact of each
additional preemption level on the transmission of ows and assess the impact of the
frame sizes in each preemption class. In Secii@hwe evaluate the effectiveness of the
priority and preemption class assignment schemes. For this purpose, our main evaluation
metric is the schedulability ratio, i.e., the percentage (%) of ows that meet their timing
requirements.

5.1 WCTT evaluation

In this section, we evaluate the safety and tightness of the proposed WCTT analysis.
In Section5.1.1, we consider a synthetic network modeled after a realistic automotive
network, and in SectioB.1.2 we consider a Renault use case.

5.1.1 Report on a synthetic workload

P Setup. We consider a synthetic network that is adapted from realistic network topol-
ogy from an automotive use case, consisting of ten End Points EPs (ECUs in this case)

f4 are tp ows; and the remaining ows are bp ows. The name and make of the system

99
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Figure 5.1: Network topology

are protected by a non-disclosure agreement. However, the speci cations of the ows are
given in Table5.1and are the same range as that presentefldyrisi et al.(2012. We

recall that the ows are ordered by their priorities, i.e., the smaller the index of a ow, the
higher its priority. Three batches of analyzes are performed along with their associated
simulations using NeSTiNdgalk et al, 2019, to evaluate their tightness:

(a) All ows are transmitted under the 1-level preemption scheme (i.e., only express
ows can preempt other ows).

(b) All ows are transmitted under the 2-level preemption scheme (i.e., express frames
can preempt all other frames; and tp ows can preempt bp ows).

(c) All ows are transmitted in a fully preemptive manner (i.e., any higher priority
frame can preempt any lower priority frame).

P Results and discussionHere we report the results we obtained in the experiments. We
have tested the safety and tightness of the proposed analysis. We also report the behavior
of the network with respect to “each additional preemption level” and the “maximum
frame size in each preemption class”.

PR On the tightness of the proposed analysisTable5.2 compares the maximum mea-
sured end-to-end delays — mWCTT — with the analytical WCTT bounds.

Figures5.2, 5.3 and5.4 show the gaps between the measured end-to-end delays and
the analytical WCTT values. We can see that all measured end-to-end delays (see the
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Table 5.1: Flow properties

101

ID | Class | Source| Destination| Period (ns) | Deadline (ns) | Size (bytes)
1 | express EP7 EP 3 5000 150 200
2 | express EP6 EP1 10000 200 250
3 | tpow EP 2 EP9 5000 500 300
4 | tpow EP3 EP8 5000 500 400
5 | bpow | EP4 EP 10 1000 - 1300
6 | bpow | EP1 EP 8 1000 - 1300
7 | bpow | EP9 EP5 1000 - 1500

yellow box plots) fall below the corresponding WCTT (see the red dots) when using the 1-
level preemption scheme (see Figar8), the 2-level preemption scheme (see Figu,

and nally the fully preemptive scheme (see Figlrd).

e Under the 1-level scheme, the observed gaps between the WCTT bounds and the
mWCTT for the f; and f, express ows are 5% (WCTT 120ms, mWCTT
118ms) and 1&5% (WCTT 144ms, mWCTT 1197ms), respectively. This pes-
simism stems from the fact thdi and f, share the same path & The gaps
between WCTT and mWCTT for tp owds and f4 are 3092% (WCTT 328ts,
MWCTT 22656ns) and 4305% (WCTT 520ms, mMWCTT 29616nms), respec-
tively. This is due to the fact that tp ows use the same path as bp ows and can be
blocked for long periods of time.

» Under the 2-level scheme, both the WCTT and the mWCTT remain the same for
express ows. However, compared to the 1-level scheme, there is a signi cant im-
provement in the performance of tp ows. The maximum observed delayfsfor
and f, decreased by 217% (from 22656ms to 178581181s) and 3839% (from
29616ns to 18098ms), respectively. The WCTT and mWCTT gaps fiarand
f4 also decreased by.24% (WCTT 184ms, mWCTT 17858ns) and 1625%
(WCTT 244ms, mMWCTT 18098ns), respectively.

Flows 1-level preemption 2-level preemption Fully preemptive
WCTT (ms) | mWCTT (ms) | WCTT (ms) | mWCTT (ns) | WCTT () | mWCTT ()
f1 12000 11800 12000 11800 10400 10130
fa 14400 11970 14400 11970 14800 11970
f3 32800 22656 18400 17858 14800 14090
fa 52000 29616 24400 18098 24800 18098
fg 47200 32220 47600 39800 38400 38400
fe 76800 71100 77800 71400 78000 71600
f7 56000 49495 56000 49450 56000 49500

Table 5.2: Results from the synthetic workload: WCTT vs. mMWCTT
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Figure 5.2: 1-level preemption scheme: Observed end-to-end delay from simulation. Red
dots represent WCTT bounds, black are outliers.

» Under the fully preemptive scheme, there is further improvement in the perfor-
mance of express ows and tp ows. In particular, the mWCTT valuedoénd
f3 decreased by 14% (from 118rs to 1013ms) and 2109% (from 17858ms to
140:9mrs), respectively, compared to the 2-level scheme. The gaps between WCTT
and mWCTT for ows fq, fo, f3, and f4 under the fully-preemptive scheme are
2:7% (WCTT 104ms, mWCTT 102:3ms), 1777% (WCTT 148ms, mWCTT
1197ms), 479% (WCTT 1481s, mMWCTT 1409ns), and 282% (WCTT 248rs,
mWCTT 18098ms), respectively. Of note is the slight degradation in the perfor-
mance off, and f4 (1:67% and 110%, respectively). This is due to the overhead
incurred by the additional preemption operations. From this observation, it follows
that a tradeoff must be made between the number of preemption levels allowed for
the ow transmissions and the additional overhead introduced by each new preemp-
tion level. Note that we can only de ne up to six intermediate levels of preemption
since Ethernet offers a maximum of eight priority classes.
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Figure 5.3: 2-level preemption scheme: Observed end-to-end delay from simulation. Red
dots represent WCTT bounds, black are outliers.

PR On the impact of each additional preemption level. In Figure5.5, we observe
an improvement in the responsiveness of tp ows when an additional preemption level is
added to the frame transmission scheme.

Speci cally, this improvement reaches 2360 (from 328rs to 184rs) and 5307%
(from 520rs to 244rs) for f3 and f4, respectively. The reasons for this trend can be
explained as follows. The introduction of the additional preemption level protgetsd
f4 from possible long blocking periods associated with the transmissioig ahd fg
on their paths. We also note that the overhead introduced by this additional preemption
level is negligible: the WCTTf; and f, remain the same for both the 1-level and 2-level
preemption schemes. The same condition holds approximately for bplfows (i.e. fspws
fg, and f7). Here we nd a cumulative performance degradation Gf8%, which is
negligible for the adopted use case (a degradation fronrmd 7@ 476ms and 768w to
778vs for f5 and fg, respectively). We also note that some mWCTT valueddand fg
(the black circles) fall outside the whiskers of the box plot. These outliers are the cases
where an instance of a ow experiences an unusually high (or low) interference.
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Figure 5.4: Fully-preemptive scheme: Observed end-to-end delay from simulation. Red
dots represent WCTT bounds, black are outliers.

Still in Figure 5.5, we see an average improvement &% in the WCTT of tp ows

when we switch from a 2-level preemption scheme to a fully preemptive approach. This
suggests that the performance improvement is not linear, despite the bene ts that each
additional preemption level brings. On the downside, each preemption level introduces
additional hardware implementation overheads that may prove to be non-negligible. This
situation raises an open question: What is the optimal tradeoff in terms of the preemption-
level scheme to be chosen for ow transmission, given that the performance gain achieved
by enabling each additional preemption level is diminished by the associated hardware
implementation cost?

This question underscores the importance of the con guration framework presepted
in Chapterd, which ensures that only the required preemption levels are activated.

PR On the impact of the frame sizes in each preemption classk-rom the use-case
setup, the maximum byte size of tp ows is reasonably small in comparison to that of the
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Figure 5.5: WCTT for each ow under 1-level preemption, 2-level preemption, and fully
preemptive schemes.

bp ows. We vary this parameter from 400 to 1200 bytes in order to investigate its effect
on the WCTT for each tp ow. The results are reported in Figir€sand5.7.

Figure 5.6: 2-level preemption scheme: Performance improvement w.r.t. maximum
tp ow frame size.

In Figure5.6, we see that the gain in WCTT obtained by the multi-level preemption
scheme over the 1-level preemption approach decreases with an increase in the maximum
frame size. Speci cally, the improvement decreases frortA%33281s to 184rs) to only
7:82% (614rs to 566rs) for f3 and from 5307% (520rs to 244rs) to 323% (972rs to
658ms) for f4. This signi cant impact of frame size on the performancefgfcan be
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Figure 5.7: Fully-preemptive scheme: Performance improvement w.r.t. maximum tp ow
frame size.

explained by the increasing blocking time it suffers as the highest priority tp ow. We
recall that frames of the same preemption class are transmitted non-preemptively. There-
fore, when assigning ows to preemption classes at design time, careful attention must
be paid to the maximum possible frame size of each preemption class. It is worth noting
that the degradation is less severe when a fully preemptive scheme is adopted, as shown
in Figure5.7. Here, the performance gain over the 1-level preemption scheme decreased
from 54:87% (328rs to 148rs) to 3355% (614rs to 408rs) for ow fz and from 5230%

(520ms to 248rs) to 3662% (972rs to 6161s) for ow f4.

5.1.2 Report on a Renault automotive network.

To further evaluate the safety of WCTT bounds, we consider another use-case scenario
with a larger network and more ows, provided by Renault and borrowed fkbigge
et al.(2018. The assumed network topology is shown in Figbi&

P Setup. The network includes 5 full-duplex Ethernet switches and 14 nodes: 4 cameras
(CAMs), 4 displays (DSPs), 3 control units (ECUs), and 3 (functional) domain masters
(DMs). The data transmission rate is 1200Mbit/s on all links. Under this assumption, we
consider a fully preemptive scheme, i.e., the preemption class of each ow is also its
priority. The traf c speci cation consists of a total of 41 ows, as shown in TabI&.

P Results and discussionFigure5.9presents the results obtained from the experiments.
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Figure 5.8: Network topology

— 8 streams
: — 128 and 256 byte frames
Audio -
— up to sub-10ms period and dead-
streams

line

— soft deadline constraints
— 11 streams 256 to 1024 byte
Command | frames
and Control| — up to sub-10ms periods and dead-
(C&C) lines

— deadline constraints (hard)

— 2 ADAS + 6 Vision streams

— up to 30*1446 byte framg
each 16ms (60FPS) or each 33ms

137

\s/tlgee;ms (30FPS)
— 10ms (ADAS) or 30ms deadline
(Vision)

— hard and soft deadline constraints
—11 streams including TFTP traf ¢
Best-effort: | pattern

le & data | —upto 0.2ms period
transfer, — both throughput guarantees (up|to
diagnostics | 20Mbits per stream) and deadline
constraints (soft)
Table 5.3: Prototype ow speci cation with the characteristics and performance require-
ments for each traf c class.
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Figure 5.9: Observed end-to-end delays from simulation for the Renault use-case (in
yellow box plots). The blue lines represent the WCTT bounds and the circles represent
outlier values.

The numerical values are listed in Tallel. From Figure5.9it can be seen that
the mWCTT of all ows are smaller than the computed WCTT bounds. This also gives
further con dence on the safety of the analysis presented in this work. The mWCTT
values of Audio ows — which are the ows with the highest priority - are on average
65:92% lower than the WCTT values. The mWCTT values for Command and Control
Traf ¢ — the highest priority traf ¢ after Audio traf c — are on average &2% lower than
the WCTT values. Finally, the mWCTT values for the lower priority ows (Video and
Best Effort ows) are on average 33% lower than the WCTT values.

We found that the distance between the mWCTT values and the WCTT valugs is
smallest for the lowest priority ows (Best Effort ows), and that the gap betwegn
the mWCTT and the WCTT values generally increases as the priority of oyws
increases. The reason for this is that lower-priority ows are more likely to pe
exposed to the maximum possible interference, as considered in the analysis.
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MWCTT and WCTT for the Renault Automotive Use-Case

ID Src. | Dest. | Size | Priority| period | DeadlinemWCTTWCTT
(bytes (ms) | (ms) | (ms) | ()
1 DM2 | DSP1| 210 |1 5000 | 5000 | 725 310
2 DM1 | DSP1| 200 |1 5000 | 5000 |95.8 310
3 DM1 |DM3 | 189 |O 5000 | 5000 |97.5 136
4 DM2 | DSP2| 199 |1 5000 |5000 |87.0 363
5 ECU1l| DSP2| 179 | O 5000 | 5000 |77.5 163
6 DM2 | DSP2| 159 | O 5000 | 5000 | 75.8 177
7 DM2 | DSP2|225 |0 5000 | 5000 | 1154 | 362
8 DM2 | DSP1|138 | O 5000 | 5000 |59.5 177
9 ECU3| DSP1| 240 |2 10000 | 10000 | 304.0 | 490
10 ECU3| DM1 | 170 |3 10000 | 10000 | 165.2 | 263
11 ECU3| DM3 | 239 |3 10000 | 10000 | 112.6 | 204
12 ECU2| DSP2| 200 | 2 10000 | 10000 | 322.0 | 499
13 ECUl| DSP2| 234 | 2 10000 | 10000 | 252.0 | 492
14 ECUl| DSP2| 214 |3 10000 | 10000 | 247.0 | 589
15 ECU1l| DSP1| 210 |2 10000 | 10000 | 214.0 | 442
16 ECU1| DM1 | 190 |3 10000 | 10000 | 251.2 | 289
17 ECU3| DM3 | 210 |2 10000 | 10000 | 90.2 133
18 ECU3| DSP1| 242 |3 10000 | 10000 | 167.5 | 630
19 ECU1| DM1 | 250 |2 10000 | 10000 | 121.8 | 215
20 CAM4| DSP4| 1446 | 5 10000 | 10000 | 723.2 | 1475
21 CAM1| DSP1| 1446 | 5 10000 | 10000 | 1304.9| 1783
22 CAM4| DSP4| 1446 | 4 10000 | 10000 | 382.6 | 525
23 CAM1| DSP3| 1446 | 4 10000 | 10000 | 965.8 | 1217
24 CAM2| DSP2| 1446 | 4 10000 | 10000 | 505.9 | 1477
25 CAM1| DSP2| 1446 | 4 10000 | 10000 | 941.1 | 1597
26 CAM4| DSP3| 1446 | 5 10000 | 10000 | 1208.83 1355
27 CAM4| DSP4| 1446 | 5 10000 | 10000 | 1329.6| 1475
28 CAM1| DM3 | 1446 | 6 10000 | 10000 | 1529.7| 2341
29 ECU2| DM1 | 1446 |7 10000 | 10000 | 1621.1| 1939
30 CAM1| DM2 | 1446 | 6 10000 | 10000 | 1500.6| 1880
31 CAM2| DM1 | 1446 | 7 10000 | 10000 | 1499.8| 1518
32 CAM2| DM2 | 1446 | 6 10000 | 10000 | 1220 | 1528
33 CAM2| DM3 | 1446 | 7 10000 | 10000 | 1737.5| 3757
34 ECU2| DM2 | 1446 | 7 10000 | 10000 | 1076.2| 1330
35 CAM3| DM3 | 1446 | 6 10000 | 10000 | 1494.9| 1867
36 ECU3| DM1 | 1446 |7 10000 | 10000 | 1742.4| 1906
37 CAM2| DM1 | 1446 | 7 10000 | 10000 | 1509.7| 1518
38 CAM4| DM1 | 1446 | 7 10000 | 10000 | 1863.7 | 2279
39 CAM2| DM2 | 1446 | 7 10000 | 10000 | 1410.7 | 2826
40 CAM2| DM3 | 1446 | 7 10000 | 10000 | 2005.6| 3757
41 CAM3| DM3 | 1446 | 7 10000 | 10000 | 1616.2| 3157

Table 5.4: Results: Renault use-case
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5.2 Con guration framework evaluation

In this section, we evaluate the performance of the priority assignment algorithm and
demonstrate the applicability of the preemption class assignment framework. In Sec-
tion 5.2.1we consider a synthetic network and a synthetic workload, and in Secfidh

we consider two real-world use cases: the SAE automotive benchmark and the Orion
Crew Exploration Vehicle (CEV).

5.2.1 Evaluation on a synthetic workload.

P Setup.We consider a quad-star topology consisting of six EPs and three TSN switches
connected as shown in FiguselQ The link speeds are assumed to be constant and xed

W) () 1)

CO—Co—D
Lw) v )

Figure 5.10: Synthetic network with quad-star topology.

at 100MBits/s. In each batch of experiments, we randomly generated 1000 owsets of
equal size, i.e., each owset has exactly the same number of ows as the others. We
varied the sizes between 100 and 250 ows per owset. Each generated ow is character-
ized by a source, destination, period, deadline, and size. The sources and destinations are
randomly selected among the EPs. The values for the periods and deadlines range from
500ms to 100000rs. The values for the ow sizes range from 64 bytes to 1500 bytes.
We then assign priorities to the ows using our proposed approach. The priority assign-
ment framework was implemented in Python 3.6, aadit-learn — a free machine
learning software library for the Python programming language — was used for k-means
clustering. We compare our solution to DMPO because it is known to outperform most
other priority assignment schemes in the literatluese(et al, 2021 Davis et al, 2016. In
addition, DMPO has been speci cally recommended for preemptive schemes with xed
priority and preemption thresholdB4vis et al, 2016, a model very similar to the one
considered in this work. Since DMPO provides a fully ordered priority list for the owset
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and Ethernet only supports up to eight priority levels, we perform greedy bin packing of
the ordered ows by assigning the same number of ows to each priority level. Since
the exact number of priority levels that gives the best performance with DMPO is not
known, we tried all possible numbers of priority levé&lgwith 1 Bk B8) and report the
best performance.

Our main evaluation metric is the schedulability ratio, i.e., the percentage (%) of
ows that meet their timing requirement under the priority assignment scheme.

To evaluate the schedulability of each scheme, we use the worst-case traversal time
(WCTT) analysis presented in Chapteror both our k-means approach and DMPO, we
ran each of the experiments multiple times and then report the average observed perfor-
mance on schedulability. In the rst set of experiments, we assign priorities to the ows
using DMPO and k-means, and evaluate the schedulability of the ows under the assump-
tion of a fully preemptive scheme, i.e., a ow can preempt any other ow with a lower
priority than itself. In the second set of experiments, we applied our preemption class
assignment algorithm to determine the appropriate preemption level for each owset.

P Results and discussion.Figure5.11 shows the schedulability results under the k-
means and DMPO schemes.

Figure 5.11: Schedulability: K-means vs. DMPO.
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From the gure, it can be seen that k-means is able to schedule a higher number of
ows than DMPO. Speci cally, the average number of schedulable owsets ranges from
9995 to 981 for the k-means scheme and from 998 to 974 for DMPO. Figashows
the average runtime per owset for both k-means and DMPO.

Figure 5.12: Runtime: K-means vs. DMPO.

The reported execution times were obtained from a commodity hardware (Intel(R)
Core(TM) i7-6500U CPU @ 2.50GHz, 16GB memory). From FighuE2it can be seen
that DMPO is much faster than the k-means algorithm. This is due to its complexity.

The core of DMPO is a sort with complexi@™ nlog nes , while k-means is known

to have complexityD"n2?e (Pakhirg 2014). However, we note that k-means is stil
quite fast for the priority assignment task with an average runtimessfdompared

to DMPQO's 079s for owsets of 250 ows each.

Figure5.13shows the schedulability results for the preemption level assignment (Al-
gorithm1). The gure shows that the average number of schedulable owsets increases
as the preemption level increases. Speci cally, the schedulability ratio jumps frd&sPo45
under the non-preemptive scheme ta85b under the 1-level preemption scheme, and
the trend continues, albeit non-linearly, with each successive preemption level to peak at
98:1% under a fully preemptive scheme. It follows from these observations that the limi-
tations of the 1-level preemption scheme can result in a non-negligible number of owsets
(13% in this case) being unschedulable, despite the enormous improvements it brings over
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Figure 5.13: Schedulability results w.r.t. increasing preemption levels

the non-preemptive scheme. This problem is circumvented by the multi-level preemption
scheme. Note that the improvement over the 4-level preemption scheme is not signi cant
and/or provides limited bene t in this case. In addition, it is important to recall that each
preemption level introduces additional hardware implementation overhead.

The con guration framework is useful to evaluate the trade-off between the gre-
emption level scheme to be used and the performance gain from enabling pach
additional preemption level.

=

Figure5.14shows the average runtime per owset for each preemption level con gu-
ration.

From the gure, computing the preemption con guration and evaluating the schedu-
lability of a owset with 250 ows under a non-preemptive scheme takés bn average.
The execution time increases slowly as new preemption levels are added, reaching a peak
of 6:21s on average per owset under a fully preemptive scheme. This shows that despite
the fact that the preemption level algorithm is a guided exhaustive search approach, its
execution time is not prohibitive, making the proposed scheme applicable in real-world
scenarios.
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Figure 5.14: Average runtime w.r.t. increasing preemption levels

5.2.2 Evaluation on real-life use-cases

P Setup. SAE is the “SAE automotive communication benchmark” and Orion is the
embedded communication network of the Orion Crew Exploration Vehicle (CEV). The
network topologies for the SAE and Orion use cases are shown in Figureand 5.16
respectively.

In the gures, EPs are represented by rectangles and TSN switches by hexagons. The
ow parameters are given b§avrilut and Po2020*. The link speeds are assumed to
be constant and xed at 100MBits/s. In the rst set of experiments, we assign priorities to
the ows using the two priority assignment schemes (k-means and DMPO) and evaluate
the schedulability of the ows by assuming a fully preemptive scheme. In the second set
of experiments, we applied our preemption class assignment algorithm to determine the
preemption level where the number of schedulable ows is the highest.

P Results and discussion.Table5.5 shows the schedulability performance of the two
priority assignment schemes evaluated.

Name EPs| SWs| No. of ows | K-means | DMPO
SAE 15 7 79 97.46 % | 93.67%

OrionCEV| 31 | 15 184 86.9% | 80.4%
Table 5.5: Experimental results from real-life use-cases

1The les for all test cases are available at https://bit.ly/2kpLrKj.
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Figure 5.15: SAE automotive communication benchmark topolagyrilut and Pop
(2020

The table shows that the k-means priority assignment scheme again outperforms DMPO
in both use cases. More speci cally, k-means was able to schedulé%/and 80%
compared to DMPO's 987% and 8% for the SAE and Orion networks, respectively.
For the SAE benchmark network, the performance of the k-means algorithm in terms of
schedulability matches that reported®gvrilut and Pog2020, which used a traf ¢ type
assignment (TTA) approach to nd a feasible schedule. As far as we know, this is the best
performance reported in the literature. Figiré7 shows the behavior of the SAE and
Orion setups as the number of preemption levels increases.

From the gure, we see that frame preemption signi cantly increases the number of
schedulable ows for both SAE and Orion. We also note that the number of schedulable
ows continues to increase in the Orion use case until it reaches a peak valu®%i 86
a 3-level preemption scheme. On the other hand, the schedulability of ows in the SAE
use case peaks at a 1-level preemption.

Observations like these can help system designers to decide the best number of
preemption levels to enable for a system at design time and ensure that only the
needed preemption levels are implemented.
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Figure 5.16: Orion CEV network topologyliao et al.2017).

Figure 5.17: % of schedulable ows w.r.t. increasing preemption levels for SAE and
Orion.



5.2 Con guration framework evaluation 117

Chapter Summary

In this chapter, we experimentally evaluated the safety of the WCTT bounds and the per-
formance of the proposed framework. Using a realistic automotive use case, we evaluated
the performance improvements in terms of worst-case traversal time (WCTT) over the
1-level scheme. Our results show that the multi-level preemption scheme has an improve-
ment of up to 537% in the WCTT guarantee for preemptable time-sensitive frames. We
then demonstrated the safety of the analysis using another use case from Renault. We
concluded that the maximum size of each of these ows must be carefully considered
when assigning ows to preemption classes at design time. We also discussed the per-
formance improvement achieved by each additional preemption level in the frame trans-
mission scheme. We have shown that, on the one hand, the trend is not linear and, on the
other hand, each additional preemption level introduces additional hardware implemen-
tation costs that may not be negligible. Our results show that the proposed upper bounds
are safe and that the WCTT values of time-sensitive preemptable ows are much lower
for a multi-level preemption scheme than for a 1-level preemption scheme.

Our results show that the proposed priority-assignment scheme outperforms the
DMPO scheme, which is known to dominate most other priority-assignment

schemes in the literature. We also show that the proposed framework minimjizes
the number of preemption levels to ensure schedulability.

\.

This is particularly important since each additional preemption level is associated with
signi cant hardware overheads that can increase the cost of manufacturing switches. Fur-
thermore, our proposed framework demonstrates acceptable scalability for practical use
cases. In the next chapter, we consolidate the observed performance improvements by
providing routing heuristics to further improve the responsiveness and reliability of frame
transmission in TSN.






Chapter 6

On Smart Routing Schemes for
Performance Improvement

In the previous chapters, we implicitly assumed that for each ow there is a prede ned
and/or known route from the source node to the destination node, and that the routing
strategy does not affect the performance of the netwddayak et al.(2018, Singh
(2017, andGauvrilut et al.(2017), among others, have highlighted the importance of ow
routing schemes for low latency, predictability, and reduced architectural cost in TSN,
arguing that an inappropriate routing strategy may increase the number of transmission
operations, leading to additional delays. In fact, an inappropriate routing scheme can in-
crease the blocking time of ows in the network if too many ows attempt to traverse
the same path at the same time. In this chapter, we focus on the routing problem of TSN
ows. We believe that a strategy that minimizes the number of transmissions and the
blocking time of each ow would help to avoid or mitigate these situations.

The TSN standard for path control and reservati®tEE, 20169 recommends the
Constrained Shortest Path Fir@ESPF) routing scheme for transmission of time-sensitive
ows (see page 71). It speci es that this scheme

“ essentially performs shortest-path routing on the topology that only contains|the
links meeting the constraint(s).

From this quote, itis clear that CSPF is similar in its operation tSthertest Path Al-
gorithm (SPA). Consequently, this algorithm is also susceptible to congestion and longer
blocking times for ows. To illustrate this claim, consider the network topology in Fig-
ure 6.1, in which six nodesN; to Ng) and four switches (S\Wto SW;) are connected
by full-duplex links. The nodes communicate through ow transmissions across the links
and switches.

119
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Figure 6.1: Congestion under CSPF routing policy.

In this example, we consider three ows — oW (green) is transmitted fromy; to
Ne; f2 (yellow) from Np to N5; and nally, ow fz (brown) is transmitted froniN3 to
Ns. We assume that the CSPF routing strategy is applied and that all valid paths from
each source to each destination node allow each ow to satisfy its end-to-end timing
requirement. Then, all these ows are transmitted over their shortest paths, which include
the “direct link” (in red) between SWand SW, thereby increasing the eventual blocking
time over this link for each ow. This fact makes this link a potential single point of
failure for the network and can cause congestion despite the high connectivity. The same
limitation applies to the so-calldgiqual Cost Multi-Pat{ECMP) and theveighted Equal
Cost Multi-Path(wt-ECMP) routing schemes$s(ngh 2017). The basic idea of these two
routing schemes is as follows. In ECMP, instead of computing a single shortest route, as is
the case with SPA, multiple shortest routes are computed from which one or more routes
are arbitrarily selected. The wt-ECMP scheme differs from ECMP only in the selection
mechanism. Here, all computed shortest routes are assigned a “weight” to ensure that the
selection is not arbitrary.

To circumvent the above hurdles and take full advantage of network connectivity,
we propose a routing strategy that ensures load balancing, i.e., a strategy that distributes
transmission operations as evenly as possible across links. In addition, this approach
ensures that no link becomes the network’s single potential point of failure.
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Two heuristics, referred to asoad-Balanced, Dynamic, and Replication
aware Routing algorithn{LB-DRR) and Congestion Recovering, Dynamic anc
Replication-aware RoutinfCR-DRR), are proposed in this framework with the
following objectives:

14

P LB-DRR aimsto nd afeasible route for each ow so that traf c on each link
Is minimized. This heuristic also ensures that replicated ows are transmitted
on routes that are as disjoint as possible.

P CR-DRR aims to compute alternative routes for each ow in a runtime can-
gestion situation.

The rest of this chapter is organized as follows. Sedfidrintroduces the model of
computation and introduces the notations adopted in this chapter. Our proposed heuristics
(LB-DRR and CR-DRR) are explained in more detail in Sectdh Finally, Sectior5.3
reports on the experiments performed and discussions about them.

6.1 Model of Computation

In this section, we de ne the network topology and the ow speci cation that we assume
in this chapter. We also introduce the notations and parameters that are necessary for a
good understanding of our proposed heuristics.

We note that the assumed model differs from the model presented in Sédtion
that the connections here are not full-duplex and each ow may have replicas that
are also transmitted over the network. This is because in this chapter we address the
routing problem in a more general TSN context and are not limited to preemptive
TSN networks only.

P Network topology speci cation. We model the network as an undirected gra‘pcf?f
"V;Ee, where the se¥ N8 SW, of vertices inG consists of a nite seN of endpoints

and SW of switches (see Figuré.1 for an example). The vertices are connected by a
setE of half-duplex links or edges. This means that each exlgjé is de ned by a pair
“vi;vpe >V V of two connected nodes, that allow data to be transmitted in only one
direction at a time.

P Flow speci cation. We consider a set consisting nfsporadictime-sensitive ows
F O~ f: f fe. Each ow f; ®"srg;dst;rep:C; Ti; Die >F is characterized by a
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6-tuple, where: (1)srg is the source node of the ow; (2)st is the destination node of
the ow; (3) rep is the replication level of the ow (i.e., the number of replicasfpthat
may be transmitted frorarg to dst); (4) G; is the size of the ow; (5)T; is the minimum
inter-arrival time of the ow (also known as the period); and nally, B)is the deadline
of the ow, i.e., the latest time at which at least one copy (original or replicad) wiust

that each ow and all its replicas are transmitgthultaneouslypver the network.

6.2 Proposed Solution

For the routing problem, we assume that all edges are homogeneous (i.e., they all have the
same properties and are interchangeable). Before explaining our proposed routing strat-
egy in detail, we should rst de ne some terms so that the reader can better understand
our approach.

De nition 3 (Route) Arouter; of ow f; is de ned as an ordered list of edges that can
be traversed by; from its source to its destination. Speci cally:

r def

De nition 4 (Valid route) A valid routefor f; is de ned as any route;rthat meets its
timing requirement P

De nition 5 (Length of a route) The length of a route; denoted by leirjs is de ned as
the number of edges along the route.

De nition 6 (load of an edge)For every edge e “vy;vo* >V V, we de ne thdoad ofe,
denoted by loatks, the sum of the sizes of all ows traversing e. Formally, the load of
edge e is de ned by Equatiah L

loade® qQ G (6.1)

fi traversinge

De nition 7 (MaxLoad of a route) TheMaxLoadof a route §, denoted by Maxlodde,
is de ned as thenaximumload of all edges inijt Formally, the MaxLoad of routg is
de ned by Equatior6.2

Maxload i defr[eﬁfload‘e" (6.2)
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At this stage, we have all the tools we need to describe our proposed routing solution.
The basic idea is as follows. Unlike traditional routing schemes (e.g., SPA, ECMP and
wt-ECMP), where the underlying strategy is to nd the shortest route for each ow, here
we examine all valid routes. If we denote Bythe set of all valid routes for owf;, then
our routing strategy is to select the route that leads to the best load distribuiRyri.m,
the route that minimizes the cost function de ned in Equatah

Costri:Ke ®"Maxload'rie K lerr;s (6.3)

In this Equatior6.3, the parametek A0 is a user-de ned penalty constant. This parame-
ter is meant to penalize the routes with longer length.

To make it short, parametét must be considered as a trade-off. It must be set
so that the weight oK len"rje in the cost function is signi cant anMaxload r;e
does not dominate it, and vice versa.

In the latter case, iK len'ri dominatesMaxload rje, then the cost function would
behave like wt-ECMP. On the other hamdaxload(r) is computed to penalize solutions
where some edges in the route transmit a high number of ows, making these edges
potential bottlenecks. Last but not least, if multiple routes provide the same lowest cost
value, we select one of these routes in an arbitrary manner. Formally, for each, s

best routeBest fi* is de ned by Equatior6.4.

def

Besft fie min  “Cosfri;Kee (6.4)

ri>valid_routes
From this equation, it follows that wt-ECMP is a special case of the proposed approach
where the parametét is suf ciently large andK len'ri dominates oveMaxloadr;e.
Now we can proceed with the details of our proposed routing schemes.

PR On load-balancing (Algorithm 3). The load balancing routing scheme (LB-DRR)
takes three components as inputs, namely: (1) the network top&@o() the set~ of
ows to be routed; and nally (3) the user-de ned penalty varialde In the description
of the algorithm, the notatio®Sefers to the cardinality of the sAt

For each owfj, LB-DRR computes the best route after the initialization phase (fines
to 3) using the Equatio.4 (line 6). Then, the load of all edges on this route is updated
(line 8) and the selected route is appended to the list of best réites ow f;. If the
number of replicas of; is strictly greater than zero, then all edges already traversed by
the original ow f; are recorded in the variablesed edge(line 12). Next, all valid routes
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Algorithm 3: LB-DRR.
Data: Network topologyG, Set of ows F; ConstanK
Result: List of best routes for each ow in F

1 R emptylist ;

2 edges Set of all edges i©;

3 load zerosRdges;

4 foreach f; >F do

5 | R ;

6 Computer; Best fis (see Equatio.4);

7 foreache>r; do

8 | loade loade G

9 end

10 Ri:appendr;e;

11 if reg AO then

12 used edges ~“e>rje;

13 routes valid_routeSG;srg;dste;

14 for j 1ltorep do

15 ri;j argminlised edge®”e>reS¢
r>outes

16 foreachegde>r;:j do

17 | loade loade G

18 end

19 used edges used edges8~e>rj:je;

20 Ri:appendrj;je;

21 end

22 end

23 RappendRe;

24 end

25 return R

are computed (lined.3) and the route;j;j that has the least overlap witised edgesis
selected for replicdi;; (with j > 1;rep ) (line 15). If multiple routes return the same
minimum overlap withused edgesthen one of these routes is chosen arbitrarily and the
load of all edges is updated tgj (line 17). Note that the edges belongingused edges

are also updated to include those traversed by the reflicine 19). Then, the route

ri;j is appended t&® (line 20) andR;, the list of selected routes fdy and its replicas,

is appended to the ligR of selected routes for all ows (lin@3). When this process is
complete for allf; to be transmitted, the algorithm returns the Rfline 25).

PR On congestion recovery (Algorithm4). This algorithm, referred to as CR-DRR, is
based on th@abu meta-heuristi¢Glover, 1990 and is reactive in that it aims to redirect
ows that are in a congestion situation. In short, the main intuition behind any tabu-based
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meta-heuristic is to temporarily mark some moves as forbidden in order to force the al-
gorithm to search for alternative solutions that may be better compared to the current
solution with respect to a given metric. With this concept in mind, the CR-DRR scheme
works as follows. It takes ve components as input: (1) the network topoEdi2) the

initial routing con guration for all ows R; (3) the congestion threshotst threshold

which de nes the upper limit of the allowed load on an edge before it is considered con-
gested; (4) the list of loads on each edigad); and nally (5) the user-de ned penalty
variableK. All congested edges according to ttgst thresholdparameter are stored as
“tabu-edges” ¢sgt edge$ and temporarily removed from the network topology (I2)e

For each congestion situation, we initialize the set of congested resgésoutes
(i.e., all routes that contain at least one congested edge), the set of @ws
(csgt_flows) that traverse the congested routes, and the new set of rBrdgs
that contains all routes iR except the congested routes (lirego 5). Then, for
each congested owfj >cgst flows, we search for alternative routes in the new
topology (line7).

From these alternative routes, we choose the best rpuising Equatiort.3 (line 9).
Recall that if multiple routes yield the same minimum cost, we arbitrarily choose one of
these routes. We check that the rerouting of the fwloes not cause congestion on any
edge inrj (line 10). If this is the case, we leavie on its original routeold_r; (line 24). At

the end of this process, we update thellistd in two phases:ij on the old routeld r;:

we subtracC; from all edges (linel2) and i) on the new route;: we addC; to all edges

(line 15). We updatecgst edgesaccordingly (linesl7 to 22). If there is no alternative
route for f; in New Topology it stays on its original routeld _r; (line 27). Finally, the
computed route is appended Raew (line 29) and when all congested ows have been
rerouted, théRew list is returned for all ows (line31).
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Algorithm 4. CR-DRR.
Data: Network topologyG; Original routing con gurationR; List of loads on
each edgel¢ad); Congestion thresholdgst threshold ConstanK
Result: A new routing con gurationRpew
1 cgst edges “einGSoad es Acgst threshold;
2 New Topology G cgst edges
3 cgst routes “r>RS8 9cgst edgexge;
4 cgst flows ~fijtraversingarouteincgstoutes;
5 Rhew R cgst routes
6
7
8
9

foreach f; >cgst_ flowsdo

routes valid_routeS New Topologysrg;dste;
if “routesx g+ then
ri argminCostr;Kes;
r>routes
10 if "Maxload ris Bcgst_thresholethen
11 foreache>old_r, do
12 | loade loade GCi;
13 end
14 foreache>r; do
15 | loade loade GCi;
16 end
17 foreache>cgst_edgedo
18 if (load”es Bcgst_thresholdhen
19 New Topology New Topologyadd es;
20 cgst edges cgst edges “es;
21 end
22 end
23 else
24 | i old_r
25 end
26 else
27 | ri old_r
28 end
29 Rhewaddrie;
30 end

31 return Rnpew
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6.3 Experimental Evaluation

In this section, we report on the experiments we performed on synthetic workloads to
evaluate the performance of the proposed heuristics (LB-DRR and CR-DRR) in terms
of the maximum load transmitted on an edge compared to SPA and wt-ECMP. We then
evaluate the scalability of the proposed algorithms to demonstrate their applicability.

P Setup. We consider a TSN network with 50 nodes and a connectivity degree falling
in the interval 0:15;0:35 , modeled as airdos-Rényi(ER) graph Erdos et al, 2013.

Such a graph can be generated by starting with a sehofles and independently adding
edges between them with probabilgy The result is a graph with a random number of
edges. The expected number of edges in an ER graph is eqoah tdle~2 p. Here

p is our prede ned connectivity degree. We $€t 100 and randomly generate up to
1000 real-time ows in window 25;200 , where the size of each ow is between 200 and
1000 bytes, the deadlines are betweengand 5ms and the replication level between

0 and 2. In the rst set of experiments, we adopted the LB-DRR routing scheme, and in
the second set, we adopted the SPA routing scheme. In the latter case, we applied the
algorithm CR-DRR to reroute the ows in case of congestion.

P Results and discussionln the rst set of experiments, we found that LB-DRR reduces
the maximum load transmitted on an edge (Maxload) by an average3%fo/dnd 233%,
respectively, compared to SPA and wt-ECMP. Figar2 shows the Maxload for each
routing scheme when the number of ows varies and LB-DRR clearly dominates both
SPA and wt-ECMP.

In Figure6.3, we observed that LB-DRR performs better by varying the connectivity
level of the network and its Maxload decreases signi cantly.

Note that higher connectivity leads to longer runtime overhead due to the increasing
number of routes to consider. Figuée illustrates the scalability of LB-DRR as the
number of ows increase.

As for increasing the number of ows, we found that LB-DRR scales linearly, but very
slowly (it took only 26 seconds to compute routes for 1000 ows). Now, if we increase the
number of nodes, we set the connectivity level of the network2@fd consider 100 real-
time ows. Figure6.5shows that the execution time of LB-DRR increases exponentially
when the number of nodes exceeds 75. However, it could still compute routes for 125
nodes in 11 minutes.

In the second set of experiments, we routed 750 real-time ows ®RA and ob-
served tremendous congestion on the selected routes. F&y6asd6.7 show the results
of congestion recovery and load redistribution.
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Figure 6.2: Load balancing: LB-DRR vs. SPA and wt-ECMP.

In Figure 6.6, the network load was initially unbalanced (see the red curve), with
multiple ows routed only a limited number of edges (see the leftmost peak), while several
edges remained unused (see the rightmost long end). By applying the CR-DRR scheme,
a signi cant improvement was observed (see the black curve). Figurghows the load
distribution of the congested network before and after applying CR-DRR.

From Figuret.7, it can be seen that the load distribution curve of CR-DRR is close
to the normal distribution. Finally, CR-DRR shows the same behavior as LB-DRR

in terms of scalability.
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Figure 6.3: Performance improvement w.r.t. network connectivity.

Figure 6.4: Scalability w.r.t. number of ows.
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Figure 6.5: Scalability w.r.t. number of nodes.
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CR-DRR with Load redistribution close to normal distribution
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Figure 6.7: Load distribution under CR-DRR.
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Chapter Summary

In this chapter, we proposed two routing heuristics, referred to as LB-DRR and CR-DRR,
to address the problems of load-balancing and congestion in TSN networks. We evaluated
the performance of the proposed schemes against the popular SPA and wt-ECMP routing
algorithms and showed an improvement of more than 70% and 20%, respectively. This
improvement has been observed w.r.t. the maximum load transmitted on an edge. On
another front, the proposed heuristics exhibit high scalability w.r.t. an increase in the
number of ows.



Chapter 7
Conclusions

In this chapter, we summarize the ndings and results of this thesis and outline possible
future research directions. In particular, we summarize our contributions and draw some
conclusions in Sectior.1 In Section7.2we examine the validity of the thesis statement,
and nally, we outline the limitations of the work and possible areas for improvement in
Section7.3.

7.1 Summary

To achieve low latency in the transmission of time-sensitive ows in Ethernet networks,
the IEEE has introduced the IEEE 802.1Qbu standard, which speci es a 1-level preemp-
tion scheme. Here, frames are divided into two different preemption classes — namely,
express frameandpreemptable frames- and a so-called preemptable frame can be in-
terrupted before it is completed to allow fast transmissioexpiress framedput any other
preemptable frame cannot be transmitted until the already preempted frame is completed.
While this approach improves the responsiveness of express frames, their performance
is negatively affected as the number increases. In addition, there are a number of pre-
emptable frames that cannot be promoted as express frames, but for which rm timing
constraints apply. These frames may experience long blocking times because two frames
belonging to the same preemption class cannot preempt each other. To overcome these
limitations, we have proposed a multi-level preemption scheme in this work.

We rst provided a detailed background and literature review on real-time commu-
nication in the context of Distributed Real-time Embedded Systems (DRES) in Chap-
ter2. Then, we examined the preemption mechanism in detail to determine the feasibility
of a multi-level preemption scheme, and our analysis con rms its feasibility. In Chap-
ter 3, we detailed the changes required to achieve this goal and provided implementation
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recommendations to ensure frame integrity and interoperability. We then compared the
hardware implementation costs of the multi-level preemption scheme with TAS and CBS.
Then, a formal timing guarantee for each ow under such a scheme was given using a
so-calledCompositional Performance Analysis Chapter4. In addition, we presented

a con guration framework for determining the appropriate preemption level to enable,
as well as a methodology for assigning ows to preemption classes for the preemption
scheme. We extensively evaluated the performance of the proposed muti-level preemp-
tion scheme as well as the con guration framework in ChapterFinally, we studied

traf ¢ routing in the general context of TSN networks in ChapéerHere, we propose

two routing heuristics, called LB-DRR and CR-DRR, to solve the problem of congestion
avoidance and congestion recovery, respectively.

7.2 Thesis validation
In Chapterl, we stated the thesis supported by this dissertation as follows:

We postulate that multi-level preemption when added to TSN can mitigate
several shortcomings of this standard and unlock bene ts in timeliness and
resource utilization of DRES.

In this dissertation, we have shown that multi-level preemption leads to substantial
improvements in performance. In particular, we have shown in Ch&ptieat multi-
level preemption leads to an improvement of up ta0%3% in WCTT guarantees for pre-
emptable time-sensitive frames with rm timing constraints, and that the average num-
ber of schedulable owsets increases with increasing preemption levels. In an extensive
space exploration experiment, the schedulability ratio jumps frofs%43under the non-
preemptive scheme to &% under the 1-level preemption scheme, and the trend contin-
ues, albeit non-linearly, with each additional preemption level to peak:&¢#®8nder a
fully preemptive scheme.

From these observations, it follows that the constraints of the multi-level preefnp-
tion mitigate the shortcomings of 1-level preemption as de ned in the standgrds
and unlock bene ts in terms of timeliness and resource utilization. Therefore, the
thesis is validated.

It is important to note that each preemption level introduces additional hardware im-
plementation overheads and that the framework presented in chhgemportant to
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ensure that only the required preemption levels are enabled and hardware resources are
conserved.

We also note that the improvement from additional preemptions is non-linear pnd
drops off sharply after 4 preemption levels. Interestingly, this (4) is also the pgint
after which the implementation overheads of the multi-level preemption schgme
overtake that of TAS, as shown by the results in Chapter

Recent studies have shown that the performance of standard Ethernet with Frame
Preemption is comparable to that of widely studied time-aware shapers (TAS), which are
more complex and expensive to implement. By addressing the key limitations of the
1-level preemption scheme, this work provides a simpler and less expensive alternative
communication solution.

7.3 Limitations and future directions

In this section, we acknowledge the limitations of our work and suggest ways in which

it could be improved and extended. We believe that this topic can be further explored
and developed, and we encourage future research in this direction to accelerate the adop-
tion of multi-level preemption systems in DRES. Below, we highlight the limitations and
potential areas for improvement.

7.3.1 Hardware implementation

In this work, we have provided a detailed description of the required changes to the
switch transmission and reception mechanisms to support multi-level preemption and
the implication in terms of hardware overhead. However, due to resource constraints,
we did not implement actual proof-of-concept switch hardware. Implementation costs
were estimated using the resource utilization pro le of the 1-level preemption scheme,
assuming that this utilization increases linearly with each additional level of preemp-
tion. This assumption is based on our proposed implementation approach, which requires
an additional MAC merge sublayer for each additional level of preemption. We chose
this approach because it ensures interoperability with other preemption schemes (non-
preemptive and 1- level) and does not require any change to the Ethernet frame format.
We note that another approach has been proposed in the literatreshic et al.(2020.

This approach promises an implementation with lower hardware overhead but requires
modi cation of the standard Ethernet frame format, which may affect interoperability.
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The development of an actual proof-of-concept switch that supports multi-lgvel
preemption is an interesting direction for the future. In addition, studies on m([)re
ef cient implementation approaches would greatly bene t multi-level preemptipn

scheme.

7.3.2 Time-triggered and reservation-based models

To analyze the timing properties of the multi-level preemption scheme, this work assumes
only Ethernet with Strict Priority and Frame Preemption. We choose this model so that
we can focus solely on evaluating multi-level preemption without the added complexity
of other protocol mechanisms.

Further studies on the impact of multi-level preemption on time-triggered gnd
reservation-based transmission schemes could be conducted to evaluate how these
mechanisms can benet from multi-level preemption. Another interesting fe-
search direction would be to compare the performance of strict priority and multi-
level preemption with the time-triggered and reservation-based TSN traf ¢ confrol
mechanisms from WCTT and QoS perspectives.

7.3.3 Starvation

In strict priority preemptive networks, lower priority ows are always at risk of starva-
tion. We have not addressed this challenge in this dissertation. We believe that CBS is a
promising candidate to protect frames of lower priority classes from starvation. Another
promising concept that can be helpful in this regard is the so-called “aging” where the
priority of a ow (or task) increases with respect to the amount of time that it has spentin
the network (or systemButtazzq 2017).

We strongly believe that investigating novel methods to mitigate starvation in mylti-
level preemption schemes is a promising direction.
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